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#### Abstract

The core in most genetic algorithms is the bitwise manipulations of bit strings. We show that one can directly manipulate the bits in floating point numbers. This means the main bitwise operations in genetic algorithm mutations and crossings are directly done inside the floating point number. Thus the interval under consideration does not need to be known in advance. For applications, we consider the roots of polynomials and finding solutions of linear equations.
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Genetic algorithms are a family of computational models inspired by evolution. ${ }^{1-3}$ These algorithms encode a potential solution to a specific problem on a simple chromosome-like data structure and apply recombination operators (crossing, mutation) to these structures so as to preserve critical information. Genetic algorithms are often used to find the optimum of function. Here we consider partial and total functions over the real numbers. In the case of one-dimensional standard genetic algorithms, we start from a collection of bit strings " $s_{N-1} s_{N-2} \cdots s_{0}$ ", the so-called farm. We first calculate the integer number

$$
m=\sum_{j=0}^{N-1} s_{j} 2^{j}
$$

and then we map $m$ into the floating point number $x$ via

$$
x=a+m \frac{b-a}{2^{N}-1},
$$

where $[a, b](a<b)$ is the interval on which we are looking for the minimum or maximum of a given fitness function $f$. Finally we calculate the fitness $f(x)$ for the given fitness function $f$ which we want to minimize or maximize. For the bitwise manipulations one would use a Bitset class. Both C++ (in the Standard Template Library) and Java provide a Bitset class. The bitwise manipulation can also be done on integers of data type byte, short, int, long and then mapped into the floating point numbers (see for example Ref. 4, which also provides a Fortran program). This is essentially a fixed point representation. Thus we should know the domain of the problem in advance.

Here we show that one can directly manipulate the bits in the floating point numbers. This means the main bitwise operations in genetic algorithm mutations and crossings are directly done inside the floating point number. Modern CPU's have very fast floating point processors and we could even use inline assembler in our $\mathrm{C}++$ program to use the floating point instructions. If we use integers in our genetic algorithm and use floating point numbers for calculations, there is an additional cost in converting from integer to floating point representation. In some problems, such as the knapsack problem and four color problem, ${ }^{3}$ integer representations have a clear advantage. However, when finding extrema of a function defined on the entire real axis it is generally necessary to restrict the genetic algorithms to a reasonable sub-interval when using an integer representation. If we work directly with double precision floating point numbers ( 64 bits), numbers as small as $2^{-1022}<10^{-307}$ and large as $2^{1023}>10^{308}$ can be represented. With extended double precision ( 80 bits ) an even greater range is possible. Thus the genetic algorithm can evolve the population to specialize on appropriate sub-intervals within the bounds of double precision floating point numbers. This advantage does come at the cost of accuracy when large numbers are involved. Furthermore, the structure of the floating point number need not be know when applying the recombination operators since it is simply viewed as a bit string. We can also extend this method to apply it to an array of floating point numbers, for example to solve systems of linear equations.

As an application, we consider the roots of polynomials and the solutions of linear equations.

We consider the data type double. After the IEEE standard 754 for floating point numbers double ( 64 bits) is stored as
sign bit, 11 bit exponent, 52 bit mantissa
This means

| byte 1 | byte 2 | byte 3 | byte 4 | $\ldots$ | byte 8 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SXXX XXXX | XXXX MMMM | MMMM MMMM | MMMM MMMM | $\ldots$ | MMMM MMMM |

Bits are counted from right to left starting at 0 . Thus the sign bit is at position 63. However, we do not need to know the structure of the floating point numbers in order to apply bitwise manipulations and the genetic algorithm. The two main
operations would be crossing and mutation. For crossing we select two random numbers between 0 and 63 and then we swap these parts of the two bitstrings. In mutation we select a bit in the bitstring at random and then swap it.

To understand the basic idea to access a bit in a floating point number consider the following $\mathrm{C}++$ code excerpt:

```
double x = 3.14159;
int* p = (int*) &x;
*(p+1) = *(p+1)^(1<<31); // short cut *(p+1) ^= (1<<31)
cout << "x = " << x << endl;
```

Note that the data type double occupies 64 bits and the sign bit is at bit position 63. The data type int occupies 32 bits, $\ll$ is the shift left operation and ${ }^{*}$ is the XOR operation. The type double is 64 bits and type int is 32 bits. Thus two consecutive ints make up a double. The line int* $p=$ (int*) \&x; declares an integer pointer $p$ which points to the variable $x$ of type double. Thus the pointer $p$ allows us to interpret the memory location of $x$ as an integer, and consequently we can perform operations defined on integers on this memory location. Thus we can directly access the first 32 bits via *p. To access the second 32 bits of the double we use the pointer $\mathrm{p}+1$ which advances the pointer by one int, i.e., 32 bits. Thus the line $*(\mathrm{p}+1)=*(\mathrm{p}+1)^{\wedge}(1 \ll 31)$; takes the second 32 bits of x (bit positions 32 to 63 numbered from zero) interpreted as an integer, and does bitwise manipulations on the bits. The XOR operation ^ is used to swap the 31st bit of * $(\mathrm{p}+1)$ or equivalently the 63 th bit of x . Thus x contains -3.14159 , i.e., we swap the sign bit.

We must keep in mind that IEEE reserves exponent field values of all 0 s and all 1 s to denote special values in the floating point scheme. If the exponent is all 0 s , but the fraction is non-zero (else it would be interpreted as zero), then the value is a denormalized number, which does not have an assumed leading 1 before the binary point. For double precision, denormalized numbers are of the form $(-1)^{s} \cdot 0 . f \cdot 2^{-1022}$. From this we can interpret zero as a special type of denormalized number. The values +infinity and -infinity are denoted with an exponent of all 1 s and a fraction of all 0 s . The sign bit distinguishes between negative infinity and positive infinity. The value NaN (Not a Number) is used to represent a value that does not represent a real number. NaN's are represented by a bit pattern with an exponent of all 1 s and a non-zero fraction. There are two categories of NaN: QNaN (Quiet NaN) and SNaN (Signaling NaN). A QNaN is a NaN with the most significant fraction bit set. QNaN's propagate freely through most arithmetic operations. These values are generated by an operation when the result is not mathematically defined. An SNaN is a NaN with the most significant fraction bit clear. It generates an exception when used in operations.

We write the code using template functions so that it also be used for the data type float. The function mutate() implements the mutation and the function cross() implements the crossing operation. Both use the function locate().

```
template <class T>
unsigned int &locate(int bit,T &x)
{
    unsigned int *p = (unsigned int *)&x;
    static const int bitsperT = sizeof(T)*8;
    assert(bit>=0 && bit<bitsperT);
    return *(p + (bit/bitsperint));
}
template <class T>
void mutate(int bit,T &x)
{ locate(bit,x) ^= (1 << (bit % bitsperint)); }
template <class T>
void cross(int bit1,int bit2,T &x1,T &x2)
{
    if(bit1>bit2) { bit2 ^= bit1; bit1 ^= bit2; bit2 ^= bit1; }
    unsigned int *p1 = &locate(bit1,x1);
    unsigned int *p2 = &locate(bit1,x2);
    if(bit1 != 0)
    {
    int a = (*p1) & (numeric_limits<unsigned int>::max()^((1<<bit1)-1));
    int b = (*p2) & (numeric_limits<unsigned int>::max()^((1<<bit1)-1));
    a ^= b; b ^= a; a ^= b;
    *(p1++) &= a; *(p2++) &= b;
    bit1 += bitsperint-(bit1%bitsperint);
    }
    for(;bit2-bit1 > bitsperint;bit1 += bitsperint,p1++,p2++)
    { (*p1) ^= (*p2); (*p2) ^= (*p1); (*p1) ^= (*p2); }
    if(bit2-bit1 != 0)
    {
    int a = (*p1) & ((1 << (bit2-bit1))-1);
    int b = (*p2) & ((1 << (bit2-bit1))-1);
    a ^= b; b ^= a; a ^= b;
    *p1 &= a; *p2 &= b;
    }
}
```

If we know that the values for the optimum lie only in the range $x \geq 0$ or $x \leq 0$, then we can leave the sign bit untouched.

Obviously the manipulations of the bits in the mantissa contribute to a smaller change in $x$ then the manipulation of the bits in the exponent. This could be taken
into account at the beginning of the genetic algorithm by giving a bigger weight to the manipulations of the bits in the exponent part.

For the two examples, we consider the real roots of polynomials. The roots are given by the solution of the equation $p\left(x^{*}\right)=0$. We can select $f(x)=-p^{2}(x)$ as the fitness function $f$, which has to be maximized, i.e., the zeros of the polynomial $p$ are found where $f$ takes a global maximum. ${ }^{5}$ Obviously the global maximum of $f$ is 0 . Another possible fitness function would be $f(x)=|p(x)|$. This fitness function has to be minimized. For faster calculation of $f(x)$, one uses Horner's scheme. ${ }^{5}$ Consider first

$$
p(x)=x^{4}-7 x^{3}+8 x^{2}+2 x-1 .
$$

The roots are positive and negative, namely $-0.405717,0.271902,1.65434$ and 5.47947. With the farm large enough we obtain all four roots.

An important special case is the calculation of the eigenvalues of a density matrix. A density matrix $\rho$ is a positive definite matrix (and thus hermitian) with trace 1. Since the trace of a square matrix is the sum of the eigenvalues we find that for all eigenvalues $0 \leq \lambda \leq 1$. Thus in this case we would only do the bitwise manipulation of the mantissa. As an example consider the density matrix

$$
\rho=\left(\begin{array}{cccc}
3 / 8 & 0 & 0 & 1 / 4 \\
0 & 1 / 8 & 0 & 0 \\
0 & 0 & 1 / 8 & 0 \\
1 / 4 & 0 & 0 & 3 / 8
\end{array}\right)
$$

Then the characteristic equation is given by

$$
\lambda^{4}-\lambda^{3}+0.28125 \lambda^{2}-0.03125 \lambda+0.001220703125=0
$$

The eigenvalues are given by 0.125 (three times) and 0.625 . In a typical run, a bigger part of the farm tends to the three times degenerate eigenvalue 0.125 and only a smaller part to the single eigenvalue 0.625 .

The method has also be successfully applied for solving linear equations $A \mathbf{x}=\mathbf{b}$, where $A$ is an $n \times n$ matrix over $\mathbf{R}$. A possible fitness function is ${ }^{5}$

$$
f(\mathbf{x})=-\left(\frac{1}{n} \sum_{i=0}^{n-1}\left|\sum_{j=0}^{n-1} a_{i j} x_{j}-b_{i}\right|\right)
$$

where $a_{i j}$ are the matrix elements of $A$. Thus for the vector $\mathbf{x}=\left(x_{0}, x_{1}, \ldots, x_{n-1}\right)$, we deal with a one-dimensional array of data type double.
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