
Neurocomputing 52–54 (2003) 117–123
www.elsevier.com/locate/neucom

Temporal correlations of orientations
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Christoph Kayser∗ , Wolfgang Einh'auser, Peter K'onig
Institute of Neuroinformatics, ETH/UNI Z�urich, Winterthurerstrasse 190,

8057 Z�urich, Switzerland

Abstract

The visual system performs complicated operations such as visual grouping e*ciently on its
natural input. To study this adaptation to natural stimuli we measure spatio-temporal interactions
of orientations in scenes with natural temporal structure recorded using a camera mounted to
a cat’s head. We -nd long range spatial and long lasting temporal correlations of orientations
with collinear interactions being most prevalent and preserved over time. The spatial extent of
correlations corresponds to the length of horizontal cortical connections and the temporal duration
of the interactions allows co-activation of lateral and bottom up input by the same visual event.
c© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

In recent years processing of natural stimuli by the visual system received increased
attention (cf. Ref. [12]). Indeed it was found that early stages of visual processing
are speci-cally adapted to the structure of natural scenes [1,4]. Furthermore, laws for
object perception and visual grouping, the Gestalt rules [8,14], can be linked to the
statistics of natural scenes. As an example the law of good continuation, favouring
collinear arrangements of orientations over parallel, was shown to have a counterpart
in the interaction of orientations in still images [7,9,11]. Similar interactions of ori-
entations are also found in contextual eAects in psychophysical experiments [6,10],
in surround interactions in V1 receptive -elds [6] and in lateral connections in V1
[2,5]. Therefore it is of particular interest to link them to properties of natural scenes.
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To our knowledge, however, up to now correlations in natural scenes have only been
investigated in still images. This neglects the temporal structure and it remains un-
clear whether these correlations persist on time scales relevant for lateral interactions
in the cortex. Given the possibly long delays for tangential connections, correlations
must extend over substantial temporal periods in order to fully cover the spatial extent
of long-range connections. Furthermore, some of the previous studies did not report
-lter or correlation scales in units of degrees of visual angle leaving possible links
to anatomical scales uncertain. Finally, some of the previous studies used still images
captured by humans, therefore introducing a possible artistic or anthropocentric bias.
Here we address these issues and study spatio-temporal interactions of orientations

in a large database of natural movies captured by a camera mounted to a cat’s head.

2. Methods

We recorded movie sequences using a removable lightweight CCD-camera (Conrad
electronics, Hirschau, Germany) mounted to the head of cats while taken for walks
in diAerent local environments like grassland, forest and the university campus. These
videos contain a large variety of diAerent speeds and accelerations as a result of the
natural movements of the cat. Fig. 1 shows four sample images of our database. For
this study a total of three animals was used and all procedures are in agreement with
national and institutional guidelines for animal care.
Videos were recorded via a cable connected to the leash onto a standard VHS-VCR

(Pal) carried by the human experimenter and digitised oJine at a temporal resolution
of 25 Hz, 320× 240 pixels (1 pixels ≈ 12 min of arc) and 16 bit color depth. For this
study videos were converted to 8-bit gray scale and 12 sequences (about 40 000 frames
total) were used. Before further processing the images were normalized to zero mean.
The image statistics was investigated using oriented wavelets. Single frames were

convolved with pairs of circular Gabor wavelets of 90◦ relative phase shift. Filters had
a envelope of 20 pixel width and a spatial frequency of 7 (1/pixels). The amplitude
of the orientation was computed by summing the squared amplitudes of two phase

Fig. 1. Four sample frames of our database are shown on the left. The amplitudes of the oriented energy
detectors for the same frames is shown on the right. The bards indicate the orientation of the respective
-lters used.
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shifted -lters and subjecting the result to a square root, resembling a two subunit en-
ergy model. At each point the amplitudes of eight equally spaced orientations from
0◦ (horizontal) to 157:5◦ were computed. We de-ne the ‘prominent’ orientation of
each point by averaging the amplitude vectors (length = amplitude of -lter response;
orientation = orientation of the -lter) of the eight -lters. The resulting vector average
has an orientation �, de-ning the prominent orientation of the point, and a length
A(�; x; t), specifying the magnitude of the local orientation strength. For computa-
tional convenience these orientations � were binned into 16 bin between 0◦ and
180◦. The second order statistics of these orientations was calculated assuming transla-
tion invariance of natural images. Thus correlations of two prominent orientations �1

and �2 were computed over all pairs of points with the same spatial separation Mx
and temporal separation Mt (the mean 〈〉 runs over all points (x; t) with prominent
orientation �1).

C(�1; �2;Mx;Mt)

=
〈(A(�1; x; t)− 〈A(�1; x; t)〉) ∗ (A(�2; x +Mx; t +Mt)− 〈A(�2; x +Mx; t +Mt)〉)〉

√〈(A(�1; x; t)− 〈A(�1; x; t)〉)2〉 ∗
√〈(A(�2; x +Mx; t +Mt)− 〈A(�2; x +Mx; t +Mt)〉)2〉 :

Correlations were computed for temporal lags from Mt=0 to 30 frames (1:2 s) and
on a spatial grid of points spaced about 2◦ apart. Therefore the kernels overlapped only
for the smallest spatial distance used. As a control we also computed correlations using
the maximally active orientation at each point instead of the ‘prominent’ orientation
yielding similar results as reported below.

3. Results

First we investigate temporal correlations at the same point in space. Fig. 2A demon-
strates that if an orientation is present at one point in time then the amplitude of this
orientation in the next frames at the same point is also likely to be high. Temporal
correlations are strongest for the cardinal orientations, i.e. horizontal and vertical. For
the other orientations correlations decay faster but are still signi-cant over several hun-
dreds of milliseconds (decay time constants for 0◦: ¿ 1 s, 45◦: 490 ms, 90◦: 900 ms,
135◦: 360 ms). Thus the presence of an oriented segment gives a strong prediction for
the orientation at the same point later in time.
Next we look at the two dimensional spatial distribution of correlations as well as

correlations of diAerent orientations. Fig. 2B shows the correlations between segments
of 4 diAerent orientations (0◦; 45◦; 90◦; 135◦) situated at diAerent relative locations
in the same frame. Iso-orientation correlations (panels on the diagonal) are stronger
than cross-orientation correlations. Furthermore the contour lines of the iso-orientation
correlations are elongated along the direction of the particular orientation. This shows
that collinear structures are more prevalent than parallel shifted contours. Also parallel
contours occur more likely than T-junctions since the iso-orientation correlations are
at all points stronger than the correlations of this orientation with the orthogonal. An
example of how the spatial correlations decay independently of the spatial direction is
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Fig. 2. (A) The correlation of orientation amplitude over time at the same pixel. Squares: 0◦, stars: 90◦,
dashed: all other orientations (spaced 22:5◦). (B) Correlations of diAerent combinations of orientations
and diAerent spatial arrangements of the two points in the same frame. The orientations are (from top to
bottom and left to right): 0◦; 135◦; 90◦; 45◦. (C) Correlations over time of points with prominent horizontal
orientation but which are spatially separated by diAerent distances independent of the relative orientation.
Squares: 2.1 deg spatial distance, stars: 4:2◦, dashed: 6:4◦, diamonds: 8:4◦. (D) Same as in B but here the
two points are also separated by 400 ms in time.

shown in Fig. 2C for the horizontal (90◦) orientation. Correlations decay fastest during
the -rst 2◦ of spatial distance but extend well up to 8◦.
Our data set allows analyzing how these spatial correlations evolve over time. Fig. 2D

shows the same data as in Fig. 2B but for segments 400 ms apart in time. The spatial
arrangement of correlations is the same as for zero time lag but the amplitudes decayed
by a factor higher than 2. For the cardinal orientations again collinear interactions are
prevalent. This is in agreement with Fig. 2A which shows that these orientations are
very stable over time. Since the oblique orientations are less well correlated over
time we would expect that collinearity will here be less prominent for larger time
lags. Indeed the contour lines of the correlations for the oblique orientations are more
circular symmetric. To quantify these changes over time we measure the aspect ratio
(length/width) of the contour lines for the diAerent time lags. Collinearity means a
high aspect ratio and a loss of collinearity therefore is accompanied with a decrease
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Fig. 3. (A) Relative change of the aspect ratio of the correlation contours in Fig. 2C as a function of time.
Shows is the aspect ratio at each point in time divided by the aspect ratio at t = 0. Squares: 0◦, stars: 90◦,
solid: 45◦, dashed: 135◦. (B) Areas of strong correlations. We de-ned spatio temporal separations with a
correlation over 0.4 as strong. The -gure shows these areas for the correlation diagram of Fig. 2C. (C)
Shows the size of these areas relative to the total patch size over time. Lines are labeled as in A.

in aspect ratio. Using this measure, Fig. 3A shows that collinearity is preserved over
long temporal lags and is strongest for the cardinal orientations.
To quantify the change in amplitude of the spatial correlations in a diAerent way, we

de-ne areas of strong interactions by thresholding correlations. We chose a threshold
of 0.4 to ensure that even for zero time-lag only iso-orientation correlations exceed
this threshold (Fig. 3B). As expected from Fig. 2 the decay times are slowest for the
cardinal orientations but independent of the orientation there exist points with strong
correlations for at least 280 ms (Fig. 3C).
We performed controls to see how these results depend on the amount of data used.

The above data were averaged over our whole database. Since one feature of our
video sequences is their variety in terms of landscapes, etc. we look at the diAerences
between diAerent sequences. In Fig. 4 we show the correlations for one oblique orien-
tation (135◦). The mean and standard deviation over 12 video sequences is shown in
Fig. 4A. The error is rather small compared to the correlation values. More importantly,
the correlation surface plus minus the error (Fig. 4B) shows the same spatial structure
as the mean. Also, the distinct pattern of correlations is visible in averages over shorter
sequences (data not shown). Thus the distinct patterns of spatial correlations are not
introduced by averaging over a large data set.
As a further control, we use -lters of a diAerent spatial scale and frequency to

measure the orientation content. The -lters used for Fig. 4C are twice as large as
the ones used for the other experiments. The results are basically the same as with
the lower frequency -lters. Again collinearity is most prevalent. Therefore our results
generalize over a wide range of -lter parameters.
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Fig. 4. (A) For an example orientation (45◦) we show the mean (left) over 12 video sequences together
with the standard deviation (right). (B) The mean plus=minus the standard deviation. (C) Cross orientation
correlations over space for -lters of a higher spatial frequency.

4. Discussion

We recorded natural image sequences from a camera mounted to a cat’s head closely
matching the animal’s visual input. Thereby our database circumvents possible artistic
or anthropocentric biases introduced in pictures and movies taken by humans. The
database contains a large set of diAerent environments, ranging from forest to grasslands
and university campus. Furthermore the used sequences were recorded in diAerent
seasons and times of day providing a huge variety of lighting conditions. In respect
to the temporal analysis it is worth noting that our video sequences contain natural
movements of an animal, which might diAer considerably from e.g. commercial movies
-lmed by humans.
In qualitative agreement with previous studies [7,9,11] we -nd spatial correlations

corresponding to the Gestalt laws. For all orientations collinear contours are more
prevalent than parallel contours and correlations between orthogonal orientations are
weakest. However we -nd correlations over distances of up to 8 degrees of visual
angle (Fig. 2). This is considerably larger than distances reported in previous studies.
For example Kaschube et al. [7] -nd that already for small distances correlations are
relatively weak (¡ 0:15 in a range from 1◦ to 4◦). However, they do not indicate the
size of their kernels in the same units. Sigman et al. [11] report similar correlations
using -lters of size smaller than 10 min of arc. Our higher correlation could be due
to methodological diAerences to other studies besides the use of diAerent and possibly
larger kernels. We computed the ‘prominent’ orientation of a point by vector averaging
the outputs of 8 oriented energy detectors. But correlations computed on these promi-
nent orientations are very similar to correlations computed on the maximally active
orientation (data not shown) a method used in Ref. [11].
The spatial distances of the correlations reported here -t well with anatomical data

on long-range horizontal connections in primary visual cortex. In cat V1 8◦ of visual
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angle correspond roughly to 8 mm [13]. This is also the extent of long-range connec-
tions which preferentially connect iso-orientation domains [5] and in some mammals
preferentially mediate collinear interactions [2].
In the temporal domain we -nd long lasting correlations of orientations to extend

several hundreds of milliseconds preserving their spatial structure i.e. collinearity. These
persist su*ciently long to allow bottom up and long range lateral input to be coactive
and driven by the same orientated structure even given the slow speeds of lateral con-
nections reported in Ref. [3]. Therefore the spatio-temporal interactions of orientations
seem to fully cover the range of tangential connections and provide a substrate that
could also guide the development of orientation maps and long-range connections in
primary visual cortex.
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