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genation up to a distance of <200 µm from
the closest capillary (17). Because gas ex-
change in explanted lymph nodes must oc-
cur exclusively across the surface capsule,
it is likely that a steep gradient in tissue
oxygen tension was established, with the
lowest concentration being in the deep T
cell area. Miller et al. used a 95% O2 gas
mixture in their incubation chamber (3),
whereas Stoll et al. used 20% O2 (4).
Whether and to what extent differences in
methodology between the two studies might
account for disparities in T cell behavior re-
mains to be determined.

Although two-photon microscopy is
used routinely for intravital imaging of liv-
ing cells and solid tissues, especially in
neurobiology and embryology (18, 19), it
has found surprisingly little application
among immunologists (3, 20). This situa-
tion is set to change with the new reports
because the technology is clearly ad-
mirably suited for addressing many impor-

tant immunological questions. For exam-
ple, the Bousso et al. study on page 1876
of this issue (5) opens a new frontier in
immunological imaging by using two-pho-
ton microscopy to observe how thymo-
cytes run the gauntlet of positive selection
in three-dimensional thymic organ cul-
tures. As observed with mature T cells in
lymph nodes (3, 4), engagement of thymo-
cyte TCRs with self antigen presented (in
the context of MHC) by thymic stromal
cells enhanced the dynamics and duration
of T cell–stromal cell contacts (5). It will
be important to dissect the signals that
govern these striking changes in cellular
behavior and to determine how these
events shape cellular immune responses
both inside and outside the thymus. Un-
doubtedly, six-dimensional imaging strate-
gies that measure the light intensity, color,
and motion in space and time of single im-
mune cells in living tissues (and ideally in
live animals) will be a critical tool for

probing ever more deeply into the myster-
ies of immunity.
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M
uch of brain research is fueled by
the wish to unravel the founda-
tions of thought and action (1).

Whereas the complex neural processes
that underlie consciousness are beginning
to be elucidated, the simpler neural circuit-
ry that drives perception and the genera-
tion of movement surprisingly remains un-
clear. For instance, we still do not know
whether movement depends on a few lo-
calized neuronal circuits or the dynamic
state of multiple distributed neuronal sys-
tems. Much of the hope surrounding neu-
roprosthetic devices that translate the ac-
tivity of neurons in the brain into muscle
movements depends on understanding how
neurons normally initiate and control
skeletal muscles. Toward this goal, work
by Taylor et al. (2) on page 1829 of this is-
sue reveals that the activity of a small
group of motor cortex neurons in monkeys
can be fine-tuned to carry out complex
three-dimensional (3D) movements. 

Much of our knowledge about neurons
has come from studies of the neuromuscular
junction, the point where nerve and muscle
meet (3, 4). When parts of the motor system
are damaged through injury or disease, re-
pair efforts concentrate on trying to restore

the link between neuronal activity and mus-
cle contraction. There have been attempts to
achieve this using noninvasive methods,
such as electroencephalography (5). In this
case, recording of the bulk signal of mil-
lions of neurons in the motor cortex is ana-
lyzed online, resulting in information rates
of up to 1 bit/second that can be harnessed
to control real-world devices that, for exam-
ple, dial the phone or switch on the heating. 

However, in order to restore speed and
fluidity to the motor system, the activity of
more neurons needs to be commandeered.
The question of exactly how many neurons
is crucial for understanding cortical repre-
sentations of movement in the brain. Ex-
periments using single-neuron electrode
recordings in monkeys as they perform a
reaching task suggest that movement de-
pends on activation of millions of neurons
in a wide area of the motor cortex (6).
Each neuron in the motor cortex is maxi-
mally active for a particular direction of
movement, but also fires to a lesser degree
in response to movements in other direc-
tions. The average of the preferred move-
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Open-loop system Closed-loop system

Think local. Movement of a cursor (yellow sphere) directed by the activity of cortical neurons in

the monkey brain. (Left) In an open-loop experiment, the preferred direction of movement of a

large number of neurons and the weighted average activity of each neuron determines the direc-

tion of cursor movement (blue arrow). (Right) In a closed-loop experiment (2), visual feedback

(green arrows) results in adaptation of a small group of motor cortex neurons (red arrows), which

are sufficient to accurately control cursor movement. Mapping of the visual cortex onto the motor

cortex, and of the motor cortex onto the action performed, is adaptable and can be fine-tuned

through learning and visual feedback.
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ment direction weighted by the activity of
neurons then accurately predicts the actual
movement performed. This explains many
properties of the motor cortex, but also
raises several questions. How is the senso-
ry system, with its emphasis on specificity
of representation, coupled to the distribut-
ed representations of the motor system?
How many motor cortex neurons need to
be recorded simultaneously in order for 
real-time movements to be controlled (7)? 

Taylor et al. (2) begin to shed light on
some of these puzzles. They recorded neu-
ronal activity in the motor cortex of mon-
keys as the animals made real and virtual
arm movements in a computer-generated
3D virtual environment. The monkeys
moved a cursor from a central start posi-
tion to one of eight targets located at the
corners of an imaginary cube (see the fig-
ure). Their hand movements were repre-
sented by two spheres: one being the sta-
tionary “target,” and the other a mobile
“cursor” whose motion was controlled ei-
ther by the monkey’s hand (hand control)
or by recorded activity of cortical neurons
(brain control). Taylor and colleagues in-
vestigated the effects of visual feedback on
the monkey’s hand movements generated
by cortical signals in a closed-loop system.

This system differs from the classical
open-loop system where animals do not
receive visual feedback (see the figure). In
the closed-loop system, the monkey’s hand
movements depended only on the activity
of the few recorded neurons, and not on
the millions of other active neurons in the
motor cortex. Surprisingly, the new study
reveals that a few dozen neurons (a tiny
fraction of those constituting the motor
cortex) are sufficient to generate accurate
hand movements.

Intriguingly, the notion of a widely dis-
tributed population code is the foundation on
which Taylor et al. built their study. Yet, their
results seem to suggest that effective encod-
ing of motor actions can be accomplished
with a very small number of neurons. There
are several explanations for this paradox. The
first is that learning is crucial. The properties
of the recorded cortical neurons became
adapted over the course of days, allowing
more and more precise control of the cursor.
Second, the monkeys relied on visual feed-
back to fine-tune the properties of the small
group of recorded neurons, demonstrating
that the visual and motor systems are tightly
coupled rather than separate modules. The
two new elements in the Taylor et al. study—
namely, the closed-loop system and visual

feedback—are likely to have practical conse-
quences for the design of neuroprosthetic de-
vices. It now seems that only a few recorded
neurons, or local groups of neurons, become
adapted to actually control movement. 

Independently, Brecht and colleagues
have shown that injecting a current into a
single neuron in the rat cortex elicits a
short sequence of action potentials that
lead to detectable whisker movements (8).
Thus, the cortical representations of the
motor system may not be that global after
all. This is reassuring given the similarities
in the anatomical organization of sensory
and motor cortical structures. The function-
al properties of different cortical areas, like
their anatomical organization, may turn out
to be variations on a common theme.
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M
iniaturized chemical analysis sys-
tems (“labs-on-chips”) (1–4) have
the potential to revolutionize ana-

lytical chemistry. A roomful of equipment
and several trained technicians may be re-
placed with a few small, battery-powered
devices. These portable systems could
make complex chemical analysis available
to the untrained, providing individuals
with better tools for investigating the
world around them (see the figure).

What stands in the way of further ad-
vancing this technology? An analogy with
the computer industry may help to under-
stand the challenges ahead. The computer
industry was born not when the transistor
was invented but when versatile and effi-
cient integrating systems on and off the chip
were invented (5, 6). For microfabricated in-
tegrated chemical systems, one of the
biggest challenges has been how to control
fluid flow on a micrometer scale. Many in-

dividual components now exist, from pipes
and fluid channels to the pumps and valves
needed for full fluidic control. The difficulty
lies in integrating them into the same device
with other analysis components.

Over the past 15 years, the length
scale of fabrication has continued to de-
crease from the micrometer-scale that is
widely used in the production of comput-
er chips to the submicrometer scale (7).
Recent advances in molecular-level engi-

neering and assembly (“nanofabrication”)
and soft lithography are expanding the
pool of microfabrication tools and mate-
rials (8, 9). By combining these and other
fabrication or manipulation techniques,

simple but powerful components
can be constructed.

An example of combining differ-
ent techniques for component devel-
opment is given by Terray et al. on
page 1841 of this issue (10). The au-
thors use latex spheres manipulated
by optical traps to pump fluids. To
fabricate their devices, they use
standard channel-etching proce-
dures combined with latex spheres
that serve as pump vanes, and opti-
cal traps to control the spheres’ mo-
tion. The beauty of their approach is
that they have accounted for future
integration into larger, more com-
plex devices: Multiple pumps are

controlled on the same device with the aid
of a piezoelectric mirror.

A range of other microfabricated
pumps, valves, and fluid-handling systems
have been reported. Some pumping sys-
tems rely on surface tension, exploiting
the surface forces that dominate fluid mo-
tion at micrometer-length scales (11–13).
For aqueous liquids, electroosmotic pump-
ing provides electronic control of liquid
motion. This method has been used exten-
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