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Abstract.

In this paper we present two analog VLSI circuits that implement current mode winner-take-all (WTA)
networks with lateral excitation. We describe their principles of operation and compare their performance
to previously proposed circuits. The desirable properties of these circuits, namely compactness, low
power consumption, collective processing and robustness to noisy inputs make them ideal for system level
integration in analog VLSI neuromorphic systems. As application example, we implemented a circuit that
employs an adaptive photoreceptor array as the input stage to the WTA network for edge enhancement.
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1. Introduction

The analog VLSI current mode winner-take-all
(WTA) circuit, originally presented in [8] is a good
example of a very well designed architecture. It is
able to process globally all the signals of an input
array, it uses a very limited amount of transis-
tors per input node and it operates in parallel,
with strictly local interconnections. This archi-
tecture has been extensively and successfully used
in a wide variety of applications [3] [6] [7]. More
recently, interesting modifications to the original
circuit have been proposed in [4] and [12]. In both
cases, the authors added to each element of the
WTA network a local feedback circuit to obtain
a hysteretic behavior in the selection/de-selection
of the winning node: every time a new winner is
selected the local feedback circuit adds a constant
bias current to its input. The circuit will then de-
select the winner when either its input current be-
comes lower than other inputs by a factor greater
than the bias current or when the whole network
is reset. From a functional point of view, this op-
eration enhances the resolution of the network and
eliminates instability problems, providing a robust
mechanism that withstands the selection of other

potential winners unless they are stronger than

the selected one by a set amount. The authors

of [4] proposed a scheme for distributing locally

the hysteretic component so that the winning in-

put would be able to shift between adjacent loca-

tions maintaining its winning status, without hav-

ing to reset the network. Following a similar ap-

proach, in this paper we present two novel variants

of the original WTA network that also use a feed-

back circuit to provide hysteresis, but that have

a different scheme for implementing lateral excita-

tion. The two variants differ in the way the output

signal is read: the first one has a discrete output,

with only the winning element active and all oth-

ers inactive; the second one represents a general-

ized version of the WTA architecture, with all its

output elements active simultaneously, which be-

haves like a non-linear filter. These new circuits

can be used as handy building blocks for VLSI

models of attention mechanisms [3] [11] and, more

generally, for a larger set of neuromorphic analog

VLSI architectures [5].
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2. Circuit descriptions

2.1. Discrete output WTA

Figure 2 shows the single elements of the modified
winner-take-all circuit described in [4] next to the
discrete output variant here proposed. As shown,
the circuits are remarkably similar, yet their op-
erating conditions and functional behaviors are
quite different.

In the circuit of Fig. 2(b) laterally connected
transistors M2 implement a “diffusor network”
operating in weak-inversion [1] [14], used to dis-
tribute the hysteretic component of the winner’s
output (i.e. the feedback current Ib flowing
through transistor M3) to neighboring units. Lat-
eral excitation is independent of the intensity of
the wunner’s input current; on the other hand,
in the circuit in Fig. 2(a), laterally connected
transistors are used to implement a different type
of diffusor network that distributes the sum of
both input current and hysteretic component to
neighboring units. This operation, while laterally
spreading the hysteretic current, simultaneously
performs smoothing on the input data. The cir-
cuit here proposed will thus tend to favor areas
that have a higher average input activity rather
than selecting the single input with maximum in-
tensity. This is instrumental in eliminating errors
arising from salt-and-pepper noise and is helpful
in eliminating errors that arise from offsets and
device mismatches typical of analog VLSI tech-
nology. Moreover, the circuit in Fig. 2(a) has a
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Fig. 1. Voltage distribution at the input nodes, obtained
through circuit simulations of an array of 13 WTA ele-
ments with Ib = 5nA, Vr = 0.80V, I0 = 10nA and all
other input currents null. The inset is a zoom-in of the
data for units 1 to 6 fitted with the exponential function
f(x) = 51.39 · e−0.73(x−0.13) + 2.53.

discrete output which is convenient for use with
centroid circuits [2] [13] for encoding the winner’s
spatial position in the array, whereas the WTA
network proposed in [4] has multiple outputs that
follow the current distribution imposed by the dif-
fusor network: one is maximum for the winning el-
ement and the others decrease exponentially with
distance. Another significant difference between
the two circuits is in the way the bias voltages of
the laterally connected transistors M2 are set: in
order to correctly operate the diffusor network of
the circuit in Fig. 2(b) the gate voltages Vr need
to be set at values higher than the power supply
voltage Vdd; this problem does not occur for the
circuit in Fig. 2(a) for which the voltages Vr are
typically in the range 0.5V to 1V.

The circuit of Fig. 2(a) works as follows: if n is
the winning node, Vn is set so that transistor M3
supplies all the bias current Ib and Vi6=n are all set
so that the currents generated by the transistors
with those gate voltages are approximately null.
The bias current is hence copied only in the win-
ning element through the current mirror M4-M5
and diffused, along with part of the input cur-
rent, to neighboring elements through the diffusor
network. The diffusor network is implemented by
transistors M1, M2 and all the equivalent ones be-
longing to the other elements of the array.

Figure 1 shows the voltage distribution of the
input nodes of a 13 element array, for a case
in which there is an input current in the cen-
ter and no input at all other nodes. The dif-
fused current flows out of the winning element be-
cause Vn > Vn ± 1 > Vn ± 2, and so forth. As
shown in the figure, the winner-take-all network
forces a discontinuity in the voltage distribution
at the winning node. For all the elements that are
more than one node away from the winning one,
the voltage distribution has a traditional resistive-
network form, which can be approximated by the
equation

V = V0e
−α|x|

where x represents the distance from the input
node and α represents the space constant of the
diffusor network, defined as the rate at which sig-
nals die out with distance from the source [10].

The diffusor network here proposed is a current
mode one, hence also the current distribution will
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Fig. 2. Elements of the modified WTA circuits. (a) Version described in this paper; (b) Previously proposed version. The
two circuits differ in the way the transistors M2 are connected. The power supply voltage Vdd is set to 5V. Input currents
typically range from picoamperes to microamperes. The laterally connected transistors operate in weak-inversion.

follow a similar profile. For such a network the
space constant is defined as:

α = e
− κ

2UT
(Vr−Vg)

where κ is the subthreshold slope coefficient, UT
is the thermal voltage and Vr and Vg are the gate
voltage of the laterally connected transistors and
the common node voltage (gate voltage of transis-
tors M1 in Fig. 2) respectively.

The amount of lateral excitation can thus be
controlled by changing the bias voltage Vr (see
Fig. 7(a)) or by having input currents of differ-
ent intensities (see Fig. 7(b)). Specifically, since
the common node voltage Vg increases logarithmi-
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Fig. 3. Chip data measurements for a 25 element WTA
network with Vr = 0.75V and Vb = 0.9V , where Vb is the
gate voltage of a 4µm by 4µm transistor used to generate
the bias current Ib. The dashed line shows the selection
of the winner as the input current on unit 8 is swept from
70 nA to zero.

cally with the winning input current (for transis-
tors operating in weak-inversion), the space con-
stant α increases linearly with input current in-
tensity. As a consequence, if the winning input
is relatively strong (high confidence), the lateral
excitation area is confined to a small neighbor-
hood around the winning node. If, on the other
hand, the winning input is relatively weak (low
confidence), the lateral excitation area is wider.

Having not instrumented transistor M1 of
Fig. 2(a) (and all other equivalent transistors in
the array), the data shown in Fig. 7 was ob-
tained through circuit simulations, by means of
which it was possible to measure the current flow-
ing through the transistors M1 without affecting
the behavior of the circuit. Experimental data
on the output nodes of the circuits has been ob-
tained for a 25 element WTA network, imple-
mented on a 2.3mm by 2.3mm chip using analog
CMOS 2µm technology. Fig. 3 shows measure-
ment results for a case in which 3 input units are
active and all others are null. The input current on
unit 8 is gradually swept from 70 nA to zero and
back; initially the WTA network selects unit 8 as
the winner. As soon as the current I8 decreases
to values lower than 61 nA the network selects
unit 10 as the winner, despite its input current
being lower than the current on unit 16 (follow
dashed line on Fig. 3 from left to right). This is
a consequence of the effect of lateral excitation.
Due to the same effect, for the particular values
of bias current Ib and gate voltage Vr used in this
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Fig. 5. Circuit diagram of an element of the generalized
WTA architecture with lateral excitation and analog out-
put. The circuit differs with the one of Fig.1(a) by one
transistor (M6).

experiment, the network will switch to selecting
unit 16 as the winner, only when I8 decreases to
a value lower than approximately 41 nA. The net-
work will then switch back to selecting unit 8, ne-
glecting unit 10, when I8 increases back to values
greater than 61 nA. This experiment, while in-
directly demonstrating the hysteretic behavior of
the network, shows how it tends to select elements
close to the previously selected winner when the
average input activity around the winner is high,
and how it tends to function as a traditional WTA
network when the winner is an isolated input.

An application of the discrete-output WTA ar-
chitecture, that exploits this property, can be
found in [7]: the authors used this architecture as
the last computational stage of a focus of expan-
sion detection chip. Such system was designed for
selecting heading direction in case of translatory
ego-motion and tracking it in time. The authors
chose to use this variant of the WTA architecture
in order to account for the a-priori assumption
that the heading direction position shifts smoothly
in space.

2.2. Generalized analog output WTA

The basic element of the generalized WTA archi-
tecture with lateral excitation and analog output
is shown in Fig. 5. The circuit is identical to the
one shown in Fig. 2(a) except for the addition of
the extra diode-connected transistor M6, which is
used to read the output current.

For a case similar to the one of Fig. 7, in which
there is only one active input in the center of the
WTA array, the behavior of the network is similar
to the one of the circuit previously described (see
Fig. 6). For more realistic cases though, in which
there is a structured pattern of input values, the
architecture behaves like a non-linear filter that
enhances the input with maximum amplitude and
smoothes the rest of the data. Specifically the
enhancement effect and the smoothing effect are
superimposed: the diffusor network implemented
with transistors M1 and M2 performs the smooth-
ing operation on the input data while the winner-
take-all network adds the hysteretic feedback cur-
rent to the input with maximum intensity. The
net result is that of having output currents that
correspond to the sum of the smoothed input data
with the smoothed hysteretic current.
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Fig. 6. Chip data measurements for a 25 element gener-
alized WTA network, with Ib = 21nA, V11 = 0.9V and
Vi6=11 = 0.75V. The output current has been converted
into voltage using an off-chip sense amplifier.
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Fig. 7. Sum of input current and hysteretic current flowing through transistors M1 of the array. (a) Simulation results
for different values of Vr with Ib = 5nA, I0 = 10nA and all other input currents null; (b) simulation results for different
values of I0 with Ib = 5nA and Vr = 0.80V. Both sets of data are fitted with exponential functions that have realistic space
constant coefficients, for positions more than one unit away from the winner.
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Fig. 4. Data measurements of input versus output currents for a 25 element generalized WTA network with Vr = 2.25V
and Ib = 21nA. The solid line represents the output of the network, while the dashed line represents its input. In (a) the
input on unit 15 is set to V15 = 0.89V and the input to unit 11 (set to V11 = 0.91V) is the maximum input value; in (b)
unit 15 (set to V15 = 0.95V) is the maximum value, with the rest of the input values unchanged. Note how the output
of unit 15 is enhanced (and the rest of the data smoothed); a normal smoothing network would have decreased this value,
possibly making it loose its winning status.

Figure 4 shows measurement results, obtained
from a 25 elements generalized WTA network. In
the example shown all nodes of the array have ran-
dom input values set by external potentiometers
that control the gates of the input transistors. Ini-
tially (Fig. 4(a)) unit 11 has maximum input. As
shown the output corresponds to a smoothed ver-
sion of the input with the winning node enhanced.
Subsequently (Fig. 4(b)) the winning input shifts
from position 11 to position 15. The WTA tracks

the winning input, modifying the rest of the data

accordingly. For the data shown, the bias current

Ib lies within the range of the input currents. By

modifying the value of Ib it is possible to inten-

sify (or weaken) the strength of the enhancement

effect over the smoothing effect, thus emphasizing

(or de-emphasizing) the winner-take-all nature of

the circuit.
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3. Application example

As an application example, we have designed a
system in which the input to the WTA network
is provided by a 1-D silicon retina as proposed by
[9]. The circuit diagram of Fig. 8 shows one ba-
sic element of the overall 1-D array. The bottom
part of the circuit implements the adaptive pho-
toreceptor circuit with spatial coupling between
pixels described in [9]. The current mirror imple-
mented by the two p-type transistors in the central
part of the circuit amplifies the photodiode light
induced current. The top part of the circuit imple-
ments both types of WTA architectures proposed:
by connecting Vsel to Vdd we will implement the
discrete-output variant of the WTA architecture
described in section 2.1 and obtain positive output
currents sourced from the p-type output transis-
tor, whereas by connecting Vsel to ground we will
implement the generalized WTA architecture de-
scribed in section 2.2 and obtain negative output
currents sunk from the n-type output transistor.

The spatio-temporal filtering properties of the
silicon retina designed allow the circuit to extract
edges at different spatial frequencies. By chang-
ing the bias voltages Vgp and Vrp it is possible
to set the spatial-frequency tuning of the filter
(see Fig. 9). The WTA network will then se-
lect the edge with spatial-frequency that elicits
the strongest response and track it as it moves.
Depending on the value of Vsel, the output of the
chip will correspond either to a single active pixel
in the output array (representing the winner) or
to a smoothed contour map of the input image
with the strongest edge enhanced.

A chip containing 25 pixel, fabricated using a
2µm n-well CMOS process provided by MOSIS,
is currently being tested.

4. Conclusions

We have presented two circuits that implement
current-mode winner-take-all networks with lat-
eral excitation. Their behavior was analyzed and
compared to the one of similar circuits previ-
ously proposed. As an application example of
these WTA networks, we have presented an analog
CMOS VLSI system, with on-chip adaptive pho-
toreceptors, for selecting the most salient edges

present in an image. As demonstrated, the cir-
cuits are extremely compact and suitable for inte-
gration with analog VLSI neuromorphic systems.
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