
Extracellular recordings indicate that mechanisms that control
contrast gain of neuronal discharge are found in the retina, thalamus
and cortex. In addition, the cortex is able to adapt its contrast
response function to match the average local contrast. Here we
examine the neuronal mechanism of contrast adaptation by direct
intracellular recordings in vivo. Both simple (n = 3) and complex
cells (n = 4) show contrast adaptation during intracellular recording.
For simple cells, that the amplitude of fluctuations in membrane
potential induced by a drifting grating stimulus follows a contrast
response relation similar to lateral geniculate relay cells, and does
not reflect the high gain and adaptive properties seen in the action
potential discharge of the neurons. We found no evidence of
significant shunting inhibition that could explain these results. In
complex cells there was no change in the mean membrane potential
for different contrast stimuli or different states of adaptation, despite
marked changes in discharge rate. We use a simplified electronic
model to discuss the central features of our results and to explain
the disparity between the contrast response functions of the
membrane potential and action potential discharge in simple cells.

Introduction
Significant transformations in the coding and representation of

visual stimuli occur at different levels along the pathway from

photoreceptors to the primary visual cortex. For example, the

increased stimulus selectivity of cortical neurons relative to their

retinal and thalamic antecedents is particularly evident and has

been intensively studied, although the mechanisms by which

cortical neurons become selective remain hotly debated (e.g.

Das, 1996; Vidyasagar et al., 1996). There is agreement,

however, that the selectivity of cortical neurons remains stable in

the face of noise, which arises from many internal sources as

well as the external stimulus itself. One simple example of this

stability is the invariance of the orientation tuning of cortical

neurons  in the face of large variations in the contrast of a

stimulus (Sclar and Freeman, 1982). The contrast invariance of

the orientation tuning of cortical neurons ref lects the relative

perceptual importance of form versus absolute contrast.

However, it also implies that the changes in neural activity

induced by changes in the intensity (i.e. contrast) of a stimulus

are being precisely registered and compensated for so that

activity changes induced by changes in the form of the stimulus

can be explicitly monitored. Alternatively, the compensation for

stimulus contrast can be interpreted as suppression of ‘noise’.

In order to understand how cortical neurons perform the

computations underlying operations like contrast invariant

orientation tuning, it is important to understand the constraints

of the ‘wetware’ that carries out these computations. The cortex

is not a Turing Universal Machine. It has to perform many

different functions in real time   and cannot be   rapidly

reprogrammed to perform each different algorithm as it is

required. It is not hard-wired but ‘firm-wired’; i.e. changes in

wiring do occur, but more slowly than the time needed to carry

out a particular computation.  It  would seem  that the com-

prehensive solution to the computation of multiple functions

must come through the operation of a collection of separate

circuits that carry out separate dedicated algorithms in parallel.

This view has been strongly pursued in recent years (Livingstone

and Hubel, 1988; Zeki and Shipp, 1988; VanEssen et al., 1992).

However, the original experimental evidence of Hubel and

Wiesel (1962) shows that multiple functions are carried out by

the same basic circuits: individual neurons are simultaneously

direction selective, velocity tuned, orientation selective,

disparity selective and so forth. Thus, there may not be a distinct

separation between the circuits that process different attributes

of the stimulus. Unfortunately, we presently do not understand

how the microcircuits are organized to perform these most

basic computations, or how these multiple computations are

synthesized.

Over the past decade we have been actively developing and

exploring, both theoretically and experimentally, the possibility

of generating a unifying model of cortical microcircuits, within

which these different functions can be reconciled. The form of

the microcircuit, based on explorations of cat visual cortex, is

that a column of neurons are connected in recurrent excitatory

and inhibitory circuits (Douglas et al., 1989; Douglas and Martin,

1991). These recurrent circuits are used to amplify the relatively

small input signal provided by the thalamus or any other distant

source. Whether a given pattern of input signals is amplified or

inhibited is determined both by the pattern of connections

between the thalamus and the cortical neurons and by the local

pattern of connections between the cortical neurons themselves.

Thus, the recurrent circuit provides a means of changing the

gain of the excitatory feedback to individual neurons. It is a

selectivity of gain control that provides a necessary basic

mechanism for cortical computations. Theoretical and experi-

mental studies have shown that this computational mechanism

of gain modification is effective in explaining the behaviour of

cortical neurons  in such  canonical problems as orientation

selectivity, velocity tuning and direction selectivity (Douglas and

Martin, 1991; Somers et al., 1995; Suarez et al., 1995; Maex and

Orban, 1996).

That the same basic circuit can provide results that are not

only consistent with the experimental data, but also cover such a

broad range of problems is encouraging. However, much more

remains to be explored in the domain of cortical amplification.

For example, while great attention has been paid to

transformations in the domain of pattern selectivity (see Martin,

1988, 1994), equally profound alterations are evident in the

domain of the adaptive state of cortex (Albrecht and Hamilton,

1982; Ohzawa et al., 1985; Bonds, 1991). It is evident from these

studies that the responses of particular synapses, neurons or

circuits are inf luenced by their history of stimulation. In this

paper we explore, through experimental work and simulations,
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some extensions of the model into the domain of contrast gain

control and contrast adaptation, by which we mean the

adjustment of the response of neurons to conform to the

prevailing range and  average of the stimulus contrast. This

problem has been selected for study here because it is the best

example of a history-dependent process in cortex, with

sufficiently long time constants to be visible experimentally.

Contrast Gain Control
The retinal circuitry is exquisitely designed to measure local

luminance while adjusting the operating range of the relevant

neurons  to  prevent the saturation catastrophe (Shapley and

Enroth-Cugell, 1984) that is so evident in equivalent artificial

devices such as CCD cameras. In addition to the gain, which

changes according to the mean flux, the retinal circuitry adapts

its operating point to the average modulation of the luminance

of the visual stimulus. This adjustment is usually referred to as

contrast gain control (Shapley and Victor, 1978), where gain is

defined as the ratio of the change in response to change in

stimulus.

Mechanisms that control contrast gain are also found in the

thalamus and cortex. The cortex has an additional mechanism

that involves not simply a change  in  gain  over  a range of

contrasts, but an adaptive resetting of the operating range

proportional to the prevailing   local contrast. Thus, the

subcortical signal that carries information about contrast

undergoes two changes. One  is that for  a given prevailing

contrast the signal is amplified; and the other is that the

operating range of the cortical neuron is continuously adjusted

to match the prevailing contrast. As a result the response

sensitivity of the cortical neuron to changes  in  contrast  is

maximized.

The form of the cortical contrast response function (CRF)

during rapid changes in contrast is best described by the general

hyperbolic ratio relationship, F(c) = Fmaxc
n
/(c

n
+ c50

n
), where

Fmax is the maximum discharge response of the cell, c50 is the

semi-saturation constant and n is the steepness of slope, typically

∼3.4 for monkey and 2.5 for cat area 17 (Albrecht and Hamilton,

1982). Variants of the hyperbolic ratio equation, such as the

Naka–Rushton relationship (Naka and Rushton, 1966), were

originally applied to retinal data, but have also been used to

describe the contrast response of cortical neurons in cat and

monkey (Albrecht et al., 1984; McLean and Palmer, 1996). Gain

control is a general property of cortical neurons, and the major

contributions to the control arise from within the receptive field

of the neuron (Ohzawa et al., 1985). There is evidence that

contrast gain adaptation operates down to as little as a few per

cent of contrast (Ohzawa et al., 1985; Bonds,  1991). This

mechanism ensures that the dynamic range of cortical neurons is

well matched to the range of contrast signal available in the

current visual scene. An alternative interpretation is that the

adaptation of contrast gain ref lects a general method of common

mode rejection and signal normalization in cortex.

The most circuit-based model of the contrast response of

cortical cells is the normalization model proposed by Carandini

and Heeger (1994). In their model the response of the cortical

neurons is rescaled according to the contrast of the stimulus.

This rescaling occurs through a feedback mechanism that drives

an inhibitory shunt whose strength is proportional to the

average activity of a pool of excitatory neurons. Thus, increasing

stimulus contrast increases the conductance of the neuron and

the spike output is reduced. This model replicates the form of

the curve described by the Naka–Rushton equation, which

provides the best fit to the experimental contrast-response

function. In their model, the predicted increase in conductance

induced by the shunting inhibitory feedback is considerable —

∼4-fold for a full range of contrast. Such large changes in

conductance have not been observed experimentally in any

other visually evoked processes involving inhibition (Berman et

al., 1991; Pei et al., 1991; Ferster and Jagadeesh, 1992). The

presence of such a novel shunting inhibitory mechanism would

require some distinct differences in the cortical circuits

mediating contrast gain control as compared to those mediating

orientation or direction selectivity, for example. An additional

difficulty with the model is that the best candidate for the source

of the shunting inhibition, the GABAa receptor, appears not to

be involved in the process of adaptation since blocking it does

not change the CRF (DeBruyn and Bonds, 1986; Vidyasagar,

1990; McLean and Palmer, 1996).

Although the contrast-dependent adaptation of the operating

range seen by Ohzawa et al. (1982) and Albrecht et al. (1984)

can be easily explained mathematically as  a  change in the

semi-saturation constant of the Naka–Rushton relation (Albrecht

et al., 1984; Carandini and Heeger, 1994), the neuronal

mechanism is unknown. In studies of contrast adaptation

(Ohzawa et al., 1982; Albrecht et al., 1984), the form of the

contrast-response function remained approximately constant

after adaptation to different contrast levels, but the curves

shifted progressively along the abscissae, i.e. the contrast axis, as

the adapting contrast increased. Since the contrast axis is

conventionally plotted in log units, such a shift indicates that the

process underlying adaptation is multiplicative, i.e. an addition

of logs. The time constant of the process is ∼5–10 s (Albrecht et

al., 1984; Ohzawa et al., 198; Bonds, 1991), which is several

orders of magnitude slower than spike adaptation, or synaptic

depression and synaptic potentiation, where the time constants

are in the range of 10s of ms.

It is clear from the experimental work of Sclar and Freeman

(1982), Ohzawa et al. (1982) and Albrecht et al. (1984) that the

same machinery involved with processing form also shapes the

response of neurons according to prevailing contrast. This is the

challenge to our recurrent model, which so far has only dealt

with  form and motion processing. It is  important  that the

contrast-dependent response of cortical neurons be expressed

by the same microcircuit we have previously proposed. We have

approached this problem using intracellular recording to

examine the subthreshold and suprathreshold responses  of

cortical neurons to changes in contrast. In this paper we explore

experimentally some of the possible mechanisms whereby the

operating point might be changed. We have found no evidence

that strong shunting inhibition is acting to shape the contrast

response function or to adjust the operating point of cortical

neurons. In explorations with a simple recurrent electronic

circuit model it appears that these contrast-dependent changes

in neuronal responses could be explained within the basic

framework of the model we have previously developed. A

preliminary abstract of this work has appeared previously

(Allison et al., 1996).

Methods

Surgery and Preparation

The basic procedures have been described in detail elsewhere (Martin

and Whitteridge, 1984). Some minor modifications were the

pre-operative sedation procedure of the s.c. injection of 0.3 cc

acetylpromazine maleate (ACP, 10 mg/ml; C-VET, Bury St Edmunds, UK)

followed by two i.m. injections of total volume 1.0 cc alphaxalone–
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alphadolone (Saffan, 5 mg/ml; Pitman-Moore, Middlesex, UK). Full

anaesthesia was induced with 2–3% halothane in a 70:30 N2O/O2 mixture

and maintained during surgery with i.v. Saffan and 1% halothane in

N2O/O2. EEG, ECG, arterial blood pressure, heart rate, expired CO2 and

rectal temperature were monitored continuously during the experi-

ments. A small  craniotomy was made  over the postlateral gyrus  at

Horsely–Clarke AP coordinates –3 to –6 mm. The cat was then injected

i.v. with muscle  relaxants (gallamine  triethiodide  80 mg induction,

13 mg/kg/h maintenance with tubocurarine) to stabilize the eyes. Saffan

or pentobarbitol was given i.v. as needed to ensure the presence of

frequent ‘sleep spindles’ in the EEG. The pupils were dilated with

atropine sulphate and contact lenses were fitted; the eyes were refracted

and corrected with lenses to focus on the display 57 cm distant. The

location of the optic disk of each eye was plotted on a tangent screen with

a reversible ophthalmoscope. At the termination of the recording the cat

was injected i.v. with an overdose of sodium pentobarbital and perfused

through the heart with fixatives.

Recording

Glass pipettes were filled with a solution of 4% horseradish peroxidase

(HRP) in 0.2 M KCl buffered with 0.05 M Tris (pH 7.9), and bevelled to

an impedance of 40–70 MΩ. Recordings were made with an HS-2A

headstage preamplifier (Axon Instruments, Burlingame, CA) connected

to an Axoprobe 1A amplifier. The membrane voltage recordings were

filtered at 5 kHz, digitized at 10 kHz (CED 1401) recorded on disk for

off line analysis using Spike2 software (Cambridge Electronic Design Ltd,

Cambridge, UK).

In most cases, extracellular records were obtained before penetrating

the cell. During this time, the receptive field was hand-plotted on a

tangent screen and the optimal stimulus parameters, including

orientation, spatial frequency and temporal frequency, were qualitatively

determined with drifting sine wave gratings. Stimulus patterns were

presented on a Tektronix 608 display (68 cd/m sq mean luminance) with

a 10-deg-diameter circular CRT. Images were generated by a Picasso image

synthesizer (InnisFree, Cambridgeshire, UK) controlled by VS software

(Cambridge Electronic Design, Cambridge, UK) via a CED 1708 interface.

Cells were classified as simple (S-type) or complex (C-type) on the basis

of their receptive field structure (Hubel and Wiesel, 1962). Biophysical

measurements were conventional.

Results
The data presented are from experiments on six adult female

cats. We recorded intracellularly from single neurons and

intra-axonally from terminal axons of dLGN relay cells in area 17.

After plotting the receptive field of each neuron or axon, we

made quantitative recordings with a computer-controlled

stimulus. We used a modified version of the technique of

Ohzawa et al. (1982, 1985) to measure the CRFs of individual

geniculate axons or cortical neurons adapted to different

stimulus contrast levels. Each neuron was pre-adapted by

stimulating for 10 s with a drifting sine wave grating of contrast

7%, 28% or, in some cases, 56%. The contrast was then stepped

to double (75% max.) or half its adapting value, or repeated at the

adapting value, for 3 s. The step sequences were interleaved to

give five trials at each contrast. Our recordings from dLGN

afferent fibres confirmed previous observations that the CRFs of

cat geniculate relay neurons extend over the entire contrast

range and do not show the adaptive shifts in contrast-responses

that are a feature of their cortical targets (Fig. 2) (Ohzawa et al.,

1985).

The cortical data discussed here are drawn from seven cells

that were recorded for sufficiently long periods (>20 min) to

enable the protocol to be applied at more than one adapting

contrast. Three neurons had S-type (simple) receptive fields and

four had C-type (complex). Single trials from one simple and one

complex cell are shown in Figure 1 for comparison. The simple

cell shows the typical modulated membrane f luctuations and

cyclic firing pattern as the sine wave grating passes over the

receptive field (Movshon et al., 1978a). For the complex cell, the

modulations are not apparent and the cell responds with a much

more irregular and bursty firing pattern than the simple cell. In

the examples shown the neurons were adapted to two different

contrast levels: 7 and 28%. For a given level of adaptation it is

evident that response to the test stimulus increases with

contrast. However, it is also evident, even from these single trials,

that the state of adaptation strongly modifies the response. In

particular, the responses to the 14% contrast should be

compared, because these show the response of the cell to the

same stimulus, but presented under two different states of

adaptation. It is evident even from the single trials presented in

Figure 1 that the responses of both the simple and the complex

cell to the 14% contrast grating were higher when these neurons

were adapted to a mean contrast of 7% than when they were

adapted to 28%. This was also ref lected in the average response

of the neurons. For example, when adapted to 7% contrast

gratings the simple cell responded to the 14% contrast grating

with a mean firing frequency of 15 spikes/s, but the response

was only 7 spikes/s when adapted to the 28% contrast grating.

Figure 1. Intracellular records (3 s) from a simple cell (S3, OD group 7, directionally
biased; records shown in the left column) and a complex cell (standard complex, OD
group 1, and directionally biased; records in right column). The upper three records
were obtained in a cell that had been pre-adapted for 10 s to a moving sinusoidal
grating, optimized for spatial and temporal frequency, at a contrast level of 7%. The cell
was then presented with the moving sinusoidal grating successively at contrasts of
3% (top records), 7% (middle records) and 14% (lower records) in a pseudo-random
sequence. The lower three records were obtained by repeating the above sequence but
at a pre-adapting contrast level of 28%, with test responses to contrast levels of 14, 28
and 56%. For the simple cell, the membrane potential underwent a periodic modulation
but with no systematic shift in its mean level. For the complex cell, modulation of the
membrane potential was not evident and nor was there any systematic shift in
the mean level of the membrane potential with contrast. Spike height recorded for the
complex cell increased for the 28% contrast adaptation protocol due to improved
capacitance neutralization.
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The relationship between spike response and contrast for

different levels of adaptation is plotted in Figure 2A,D for similar

data derived from intracellular recordings from two other (one

simple, one complex) cells. All three adapting levels were used

and three levels of test contrast were applied for each (the

highest test contrast in the case of the adaptation to 56% was

75%). The CRFs of both the simple cell (Fig. 2A) and the complex

cell (Fig. 2D) show the typical steep slope for a particular level of

adaptation. For increasing levels of adaptation, the CRF function

shifts to a new average operating range. This is the dynamic

process of contrast adaptation. Note that as the CRFs shift

rightward on the log contrast axis, their slope remains

approximately the same. This means that the gain of the CRF,

defined as the ratio of magnitudes of response and stimulus,

decreases with adaptation.

The data illustrated in Figure 2 indicate that similar results are

obtained with intracellular recording as have been previously

reported for extracellular recording (Ohzawa et al., 1985;

McLean and Palmer, 1996). Thus the impalement itself evidently

does not interfere with the mechanisms that control the contrast

gain function or adaptive shift of the CRF. However, the

advantage of the intracellular recording is that it not only gives a

direct view of the somatic membrane potential during the

subthreshold events that lead to the generation of the action

potential, but it also permits biophysical measurements to be

made of the input conductance of a neuron under different states

of adaptation.

The retinal signal is transmitted through the relay cells of the

dorsal lateral geniculate   nucleus (dLGN),   which   provide

excitation to their cortical targets on each half of the sine wave

cycle. The spike output of the simple cell similarly shows a

pattern that approximates the half-wave rectified shape of the

excitation. However, it is evident even in the single trial records

of Figure 1 that the subthreshold membrane f luctuations approx-

imate a full sine wave. This was confirmed by removing the

spikes and performing a Fourier transform on the membrane

potential. The dominant component in the frequency spectrum

(not illustrated) was that of the stimulating grating. Thus, the

membrane potential approximates a full sine wave, presumably

because the excitatory signal transmitted from the dLGN rides

on a maintained spontaneous discharge, which can be reduced

by inhibition or increased by excitation. Active inhibition from

the neurons that generate the antagonistic response in simple

cell subfields drive the membrane potential more negative, as

push–pull models of simple receptive fields describe (Palmer

and Davis, 1981; Horton and Sherk, 1984; Ferster, 1986, 1988).

The negative-going part of the sine wave stimulus is clearly

ref lected in the membrane potential of the simple cell shown in

Figure 1.

If the membrane potential f luctuation ref lects the underlying

Figure 2. Response of visual cortical and dorsal lateral geniculate (dLGN) cells as a function of contrast. As the mean (i.e. adapting) contrast is increased from 7% (diamonds) to
28% (squares) to 56% (circles), the spike responses from an intracellularly recorded simple cell (A) and an intracellularly recorded complex cell (D) display the rightward shifts and
response decrements characteristic of contrast adaptation. (B) The peak-to-peak amplitude of the 2 Hz component in the simple cell’s membrane response to a 2 Hz stimulus exhibits
no contrast adaptation. The amplitude of the dominant component (i.e. 2 Hz) increases monotonically with contrast regardless of the adaptation level. If fact, the response of the 2
Hz component more closely resembles the spike output recorded from dLGN neurons during identical experiments (C and F). (E) The mean membrane potential of the complex cell
plotted as a function of contrast exhibits no change as the adapting contrast level is increased. The mean membrane potential remains unchanged across a broad range of stimulus
contrasts.
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dLGN signal with reasonable fidelity, then the amplitude of this

membrane f luctuation should mimic the contrast-modulated

signal arising from the dLGN. We established the profile of the

dLGN relay cells contrast response by recording from three

single dLGN fibres in the vicinity of the same cortical neurons, so

as to match eccentricity, and then applied the same stimulus as

was used for the cortical neurons. We then compared the

responses of dLGN neurons with the amplitude of the membrane

f luctuations, measured at the dominant component frequency of

the sine wave stimulus. The results from one X cell and one Y

cell are shown in Figure 2C,F. The spike output of the dLGN

cells, was approximately monotonic with contrast whether they

were X- or Y-type, as has been previously described by Ohzawa

et al. (1985).

The component amplitude of the membrane potential of the

simple cells all exhibited the behaviour shown in Figure 2, in

which the response, like that of spike output of the dLGN relay

cells, is approximately monotonic with contrast. The increase in

the component amplitude response of the membrane potential

from lowest contrast (3%) to highest (75%) is ∼6 mV for this

example. The two other simple cells showed increases of ∼8 mV.

Thus the whole dynamic range of the contrast signal, as ref lected

in the component amplitude, is compressed into a very narrow

voltage range. Over the same range the dLGN spike rate

increases by ∼30 spikes/s. Of course in the case of the simple

cell, the entire dynamic range is carried not only by the

membrane potential, but also by the spike output. However, it is

clear that when the spike output is compared with the

membrane potential response, there is a mismatch: the spike

output of the simple cell is only monotonic with contrast for a

particular state of adaptation. As the state of adaptation shifts, so

does the CRF. However, the component amplitude of the

membrane potential shows no such adaptation and resembles

much more the pattern seen for the dLGN relay cells’ spike

discharge.

The measurement of the component amplitude is, of course,

complicated by the fact that a spike discharge occurs around the

peak of the depolarizing phase of the sine wave. The spike

discharge shunts some of the input current (Douglas et al., 1994,

1996) and so attentuates the peak. However, comparison of the

amplitude of the 2 Hz component of the membrane reponses at

different contrasts (Fig. 2B) indicates that the component

amplitude response has not saturated even at the highest

contrast. Experiments from our laboratory in vitro (P. Goodman

and K. Schindler, in preparation) and in vivo (B. Ahmed et al., in

preparation), using sine wave injections of current at different

resting potentials, indicate that the maximum attenuation in the

component membrane voltage f luctuation is only ∼30% over a

wide range of suprathreshold firing rates. Thus the lack of strong

adaptation in the membrane voltage vs. contrast plot (Fig. 2B) is

not explained solely by a compression artifact due to the

existence of the spike threshold. The form of the curve may

ref lect the purely feedforward excitatory current provided by

the dLGN afferents.

For complex cells, we cannot measure a single component

amplitude of the response of the membrane potential to different

contrasts during different states of adaptation. Nevertheless,

after removal of the spikes, we can measure the mean membrane

potential for the different contrast conditions. All four cells

tested showed the pattern illustrated in Figure 2E, where there

was little  change  in  the mean  membrane  potential for  the

different test contrasts and for the different states of adaptation.

In the example of the complex cell illustrated in Figure 1, when

the neuron was adapted to a 7% contrast grating, it responded to

a  14% contrast grating  with a mean firing frequency of 15

spikes/s, but only 6 spikes/s when it had been adapted to a 28%

contrast grating. The lack of shift in the mean membrane

potential may indicate that for complex cells, the excitatory

synaptic events arrive in temporally discrete packets that

immediately drive the complex cell through threshold, rather

than providing a continuous synaptic current whose amplitude

is determined by the test contrast.

Clearly, for both simple and complex cells there is a

transformation that takes place between the membrane

potential and the spike output. It is this transform that

determines both the shape of the CRF and the position of its

operating point. In the Carandini and Heeger (1994) (C–H)

model, the form of the CRF comes about by a shunting inhibitory

mechanism which is driven by the activity of a pool of neurons.

The C–H model predicts that the input conductance of a neuron

increases dramatically over the full range of contrasts because

the inhibitory shunt increases as a function of contrast. The

presence of a shunting inhibition should be ref lected by a

measurable change in the input conductance of the cell. Ideally,

the input conductance should be measured during exposure to

different contrasts because the time constant of the conductance

change has to be fast in this model.

Unfortunately, it is not technically possible to measure the

conductance with conventional current pulses during the time

the contrast response function is being measured because of the

distortion in the measurements produced by the spike discharge.

However, the presence of a large shunt can be detected

indirectly in simple cells by measuring the peak-to-peak

amplitude of their membrane def lections at different test

contrasts. Because the input to the cortex from the dLGN relay

cells is linear with contrast, large increases in the input

conductance of the cortical neurons should be visible by a

decrease in the magnitude of voltage def lection in simple cells

produced by the test stimulus at different contrasts. The results

of this measurement are illustrated in Figure 2B, which shows

that the amplitude of the membrane potential def lection

increases monotonically with contrast. Similar results were

obtained from the other simple cells. Thus, for a given state of

adaptation the input current to the neuron ref lects the same

form as the dLGN contrast response function.

Furthermore, we compared the responses of the three simple

cells — both the spike discharge and the amplitude (peak-to-

peak, measured for the frequency of the peak component in the

Fourier transform) of their membrane f luctuations — for the

same stimulus (14% contrast) presented under two different

states of adaptation (7 vs 28%). The results for all three cells were

consistent. The difference in the spike discharge rates were

dramatic. For a 14% contrast grating, the response was reduced

on average by 54% when the neurons were adapted to 28%

compared with when they were adapted at 7% contrast. The

comparable change in the amplitude of the membrane potential

f luctuation was small by comparison — 12% — which amounts to

<1 mV. These differences are illustrated qualitatively for the

simple cell illustrated in Figure 1 and quantitatively for the

simple cell illustrated in Figure 2. Thus the membrane shows

little evidence of a strong shunt with this indirect measure.

There is no evidence in these data that the input conductance of

the neuron changes over the range of contrast tested.

Although the C–H model does not address the question of

contrast adaptation, their idea could provide an explanation for

the shift in the CRF due to prolonged exposure to a given
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contrast. A shunting inhibitory mechanism that increased

membrane conductance with increasing contrast would raise

the synaptic current threshold for action potential production

and decrease the gain of the CRF, which is what happens with

contrast adaptation. Here the time constant of the adaptation

process is 5–10 s, so the conventional conductance measure-

ment methods of injecting a small 50 ms hyperpolarizing current

pulse into the neuron and measuring the voltage deflection in

the membrane potential near the end of the pulse could be

applied. However, we have previously indicated that under in

vivo recording conditions, such measurements have a limited

accuracy (∼20%) due to the spontaneous f luctuations in

membrane potential and input conductance. This could be

somewhat circumvented by undertaking a large number of trials.

Unfortunately, large numbers of trials are rarely possible in vivo

(Douglas et al., 1988), so we used a limited number of current

pulses. To reduce additional membrane noise in the present

measurements we stopped the stimulus movement after each 3 s

stimulus trial, displayed the mean contrast grating for a brief

period (500 ms), and applied one test current pulse before

resuming the stimulus movement. The magnitude of the pulse

was varied quasi-randomly so that for each test contrast a

number of values were obtained.

The voltage response to a hyperpolarizing pulse of 0.4 nA of

50 ms duration is shown for a single trial in Figure 3A. This was

obtained from a neuron with an S-type (simple) receptive field

that was adapted to a contrast level of 7%. Figure 3B shows the

response to the same current step applied immediately after the

moving grating (adapting contrast indicated) stopped. The

adapting contrasts were 7, 28 and 56%, and 2–6 trials at each

contrast were averaged. Although the data are relatively noisy,

there was no consistent relationship between state of adaption

to the various contrasts and the input conductance measured

with the brief hyperpolarizing current pulse. The most

consistent trend was found for the complex cell illustrated in

Figure 1, but even here the result was not clear-cut. When the

neuron was adapted to the 7 and 28% contrast levels there were

small increases in the conductance as the neuron was stepped

from lower to higher test contrasts. The increase in the

conductances were small; for example, the change obtained for

the lowest and highest test contrasts when the neuron was

adapted to a contrast of 7% was of the order of 18%. However,

there was no such consistent relationship between input

conductance for this neuron and test contrast when it was

adapted to a grating of 56% contrast.

Discussion
The extensive extracellular analysis of the cortical mechanisms

of contrast gain control and adaptation have indicated that there

are two key mechanisms that remain unexplained. One is the

enhanced gain of the contrast response function relative to that

of the dLGN neurons. The other is the shift in the CRF when the

neuron is exposed for 5–10 s to a different average contrast.

Previous studies have indicated that the hyperbolic ratio

function gives a satisfactory fit to most of the experimental data

recorded from both cat and monkey (Albrecht and Hamilton,

1982; McLean and Palmer, 1996). However, the underlying

circuits and physiological processes that produce the

characteristic shape and adaptive shifts of the CRF remain a

subject for discussion. Bonds (1991, 1993), for example, has

suggested that the CRF may not be the product of a single

process and thus fitting with a single function may be incorrect.

The C–H model is the most elegant and biological in its

conception to date and thus is an obvious focus for experimental

testing. Although normalization for contrast does appear

unbidden and unexplained in the ‘emergent model’ developed

by Somers et al. (1995), contrast adaptation does not. Thus we

still seek some coherent framework within which contrast gain

control and contrast adaptation can be understood at the level of

known cortical circuits.

To  take  another step in  this  important  analysis  we have

employed the technique of intracellular recording and have used

the visual stimulation protocols used in extracellular studies of

contrast gain control and adaptation. The intracellular recording

technique supplies us with a view of subthreshold events that

give us further significant clues to the underlying mechanisms

and also offers the possibility of tying these phenomena down to

some aspects of the structure of the cortical circuits. With this

technique we were able to record intracellularly from both

simple cells and complex cells (S-type and C-type fields

respectively), and make some measurements of the amplitudes

of the membrane f luctuations in the case of the simple cell

Figure 3. Records of intracellular responses to a current step of –0.4 nA (50 ms
duration) for a simple cell (S1, OD group 1, and direction selective). (A) Single record
obtained following presentation of a moving sinusoidal grating at a contrast level of 3%.
(B) Shows three traces which have been filtered (to remove high frequency noise) for
clarity of comparison. The cell was pre-adapted to a moving sinusoidal grating at a
contrast level for 10 s, and then membrane voltage records were obtained 100 ms
following 3 s presentations of stimulus grating during presentation of a stationary
grating. The data are for pre-adaptation contrast levels of 7, 28 and 56%.
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responses and measure the action potential discharge. Im-

portantly, the impalement itself did not alter the expression of

the basic phenomenon. Thus, whatever the perturbation made

by the impalement, we can be confident that the subthreshold

phenomena must reliably ref lect the normal voltage f luctuations

that lead to action potential discharge.

In the intracellular recordings made here we were able to

provide evidence that there are no large changes in the input

conductance of neurons when exposed to test stimuli of

different contrast for a short duration. This observation is

counter to the prediction made by Carandini and Heeger (1994),

who predicted that the conductance of a simple cell should

increase by ∼4-fold when exposed to a full contrast grating. We

could not stimulate with a full contrast grating, but even over a

substantial range of contrast, e.g. 14–56% we were unable to

detect the marked change in the amplitude of the stimulus-

induced membrane f luctuations that should have been obvious

had a shunting inhibition been present. Although the test we

used was indirect because of the technical limitations of

measuring conductance changes in an active neuron in vivo, the

appearance of a strong shunt would have been remarkable in the

face of evidence that every other aspect of visually evoked

inhibition in the visual cortex in vivo that has been studied to

date has not involved a large shunting mechanism. Thus, the

solution offered by the model of Carandini and Heeger (1994) is

not supported by our data. This unfortunately leaves us short of

a clear explanation for the saturation that contributes to the

hyperbolic form of the CRF.

In the case of contrast adaptation, extracellular recording

studies have not revealed the mechanism by which the operating

point is adjusted. There seems to be general agreement that no

drugs yet applied to agonize or antagonize various excitatory or

inhibitory transmitter receptors have had a marked effect on

contrast adaptation (DeBruyn and Bonds, 1986; Vidyasagar,

1990; McLean and Palmer, 1996). McLean and Palmer (1996)

found a slight effect on the CRF when they blocked presynaptic

metabotropic glutamate receptors, but contrast adaptation still

was marked even when these receptors were blocked. Activating

the presynaptic metabotropic glutamate receptors might have

been a more effective test in this instance. On the basis of these

studies it seems that the answer to adaptation is not to be found

in synapses. Nevertheless, most workers continue to favour an

inhibitory-type mechanism to explain contrast adaptation,

especially because the alternative possibility that the effect is

caused by fatigue of the neuron under study has also been ruled

out (Ohzawa et al., 1985; DeBruyn and Bonds, 1986; Geisler and

Albrecht, 1992). Indeed, we have driven neurons by direct

injection of depolarizing currents and sine wave currents into

the neuron for lengthy periods (up to 30s) and have found that

the spike adaptation mechanisms cannot account for the marked

changes in responsiveness seen during contrast adaptation (B.

Ahmed et al., in preparation).

It has been suggested (Vidyasagar, 1990) that the mechanism

of contrast adaptation is a cooperative one that involves many

more neurons than those affected by the iontophoretic

application of drugs. However, as yet there has been no more

formal explanation of how contrast adaptation might be

achieved within the known circuits of the cat visual cortex. Here

we explore whether the model of recurrent circuits we have

used to explain other aspects of visual processing (Douglas and

Martin, 1991; Douglas et al., 1995, 1996) might not provide a

means of explaining the intracellular data we have gathered here

for contrast gain control and contrast adaptation.

Electronic Equivalent Circuit for Recurrently Connected

Neurons

In this section we will discuss the response of cortical simple

cells to contrast in the context of the simplified neuron circuit

shown in Figures 4 and 5. This circuit provides a convenient

heuristic for interpreting some key features of our results.

Obviously, such a simple model is not intended to provide a

comprehensive account of all details of the physiological data,

but even in this simple form it does capture critical features of

the experimental results. The neuronal circuit is interpreted as

an electronic model that represents the geniculo-cortical and

cortico-cortical effects on a typical cortical excitatory neuron

embedded in the neuronal circuit shown in Figure 5. With one

addition, it is of the same basic form as that we have previously

used and justified on grounds of detailed anatomy and

physiology (Douglas et al., 1995, 1996). A feedforward in-

hibitory pathway, represented by the current source γ in the

Figure 4. Schematic of geniculo-cortical and cortico-cortical connections that could
contribute to the contrast gain properties of cortical neurons. The large open shape
represents a typical spiny neuron of cortex, receiving excitatory asymmetric synapses
(a, b) from geniculate relay cells and other intracortical spiny neurons; as well as
inhibitory symmetrical synapses (e, c) from cortical smooth neurons. In the light of this
circuit, contrast gain control and adaptation could occur by (i) adaptation of excitatory
synapses or dendritic gain (a, b); (ii) modification of recurrent excitation (b); (iii)
‘normalizing’ feedback shunting inhibition (c); (iv) adaptation of neuronal action potential
generation (d); or (v) ‘normalizing’ feedforward inhibition (e).

Figure 5. Basic electrical model used to discuss contrast gain in this paper (see text).
Circles indicate current sources. G, neuronal input conductance; C, neuronal
capacitance; α, network conductance arising out of recurrent connections with other
cortical spiny cells; β, network conductance arising out of recurrent connections with
other smooth spiny cells; γ, coupling co-efficient between geniculate afferent activity
and feedforward inhibition; Ilgn, feedforward geniculate input; Ig, leak current; Ic,
capacitative current; Irec, feedback recurrent excitatory current from intracortical spiny
neurons; Isfb, feedback recurrent inhibitory current from intracortical smooth cells; Isff,
feedforward inhibitory current from intracortical smooth cells driven by geniculate
afferents. Grey ‘information’ arrows indicate coupling between discharge rates and
relevant neuronal currents. Discharge rate of this basic neuron is a linear-threshold
function of capacitor voltage, V.
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schematic  has been  added  to the previous model. There  is

substantial anatomical and physiological justification for this

additional direct pathway (Freund et al., 1985b; Douglas et al.,

1989, 1991; Ahmed et al., 1997). In addition, there may be a

polysynaptic feedforward excitatory and inhibitory pathway

involving layer 6 pyramidal cells, some of which are themselves

directly excited by dLGN afferents and form synapses with spiny

and smooth neurons in layer 4 (Martin and Whitteridge, 1984;

McGuire et al., 1984; Ahmed et al., 1994, 1997). We have

included feedforward inhibitory pathways in previous

anatomical circuit diagrams, but have not explored their

properties and potential in the electronic model. The details of

the operation of the recurrent inhibitory and excitatory circuits

have been dealt with in some detail elsewhere (Douglas et al.,

1995, 1996) and will not be rehearsed in the description of the

model given below.

Brief ly, the excitatory (pyramidal or spiny stellate) neuron is

represented as a conductance, G, and capacitance, C (Fig. 5).

The resting state of the transmembrane potential is at ground

potential (Vm = 0). The output discharge frequency of the

‘neuron’ is represented by a continuous variable, F, which is a

linear-threshold function of Vm. We usually choose this function

to have a discharge threshold of a few millivolts, and to provide

∼70 events/s (equivalent to spikes/s in real neurons) for 1 nA

input current into G = 50 nS. The synaptic inputs to the model

neuron are modelled as current inputs (and so depicted as

current sources in Fig. 5). The neuron receives excitatory

current from two pathways: a feedforward input, Ilgn, which

represents the dLGN afferent input to layer 4; and a feedback

input, Irec, which represents the input received from intra-

cortical recurrent excitatory circuits (Douglas et al., 1995,

1996).  Inhibitory current also arises from two pathways: a

feedforward input, Iff, which expresses the effect of smooth

cells in layer 4 driven by the dLGN input to layer 4; and a

feedback input, Ifb, which represents the input received from

intracortical recurrent inhibitory circuits (Douglas et al., 1995,

1996).

In this basic model all the recurrent excitatory neurons are

considered to be identical and they are represented as a single

lumped excitatory synapse. The effect of this lumped synapse is

approximated as a current source (labelled α in Fig. 5). The

current delivered by the source is proportional to the average

firing rate of the neurons within a recurrently connected

population (indicated by the grey ‘information’ arrow). All the

members of the population receive similar inputs and have

similar connectivity, so the average firing rate for the population

is also the discharge rate of the particular neuron described here.

But the firing rate depends on the voltage, V, of the neuron. This

means that the recurrent current received by a neuron within

the population is proportional to its own voltage, Irec = αV.

Thus, recurrent excitation generates an effective ‘network

conductance’ α. In the case of recurrent excitation the network

conductance is negative, and so the effective input conductance,

Geff, of the neuron becomes smaller than its physical value, G. A

similar argument obtains for recurrent inhibition, except that its

network conductance, β, is positive and so adds to the effective

input conductance of the neuron.

In addition to recurrent inhibition, we have included also a

feedforward inhibition that is proportional to geniculocortical

excitation. This inhibition provides feedforward scaling of the

input signal as indicated by the grey ‘information’ arrow at the

left of Figure 5. The feedforward inhibitory current, Isff, is

proportional, by γ, to the geniculocortical activation. We treat

inhibition as linear hyperpolarizing currents, neglecting the

shunting aspects of inhibitory inputs, since significant shunts

have not been observed experimentally in vivo (Douglas et al.,

1988; Ferster, 1988; Berman et al., 1989; Douglas and Martin,

1989; Pei et al., 1991). With the inhibitory circuit added, the

effective conductance of the neuron, Geff, is the sum of the

individual neuron conductance G, and the two network

conductances, α for the excitatory circuit and β for the

inhibitory circuit. The effective conductance of the neuron is

given by G – α + β. The magnitude of the recurrent inhibitory

current is βF and the total recurrent current arriving at the soma

is given by Irec = (α – β)F; the output firing frequency of the

neuron, F, is (Ilgn – Isff)/(G + β – α).

The important point made by this simple model is that

recurrent connections between a population of cortical neurons

can modify the effective input conductances of the participating

neurons so that they individually amplify (or attenuate) the

geniculocortical input current. The degree of amplification has

yet been determined experimentally, but estimates based on

existing anatomical and biophysical data suggest that factors of

up to ∼5 can be expected (Douglas et al., 1995). The properties

of this simple model can be expressed also in more detailed,

biophysically realistic simulations (Douglas et al., 1995; Suarez et

al., 1995).

It is important to note that although the synapses themselves

are ‘linear’ or ‘subtractive’, the change in the F–I curve during

recurrent inhibition  is not, as one  might expect, a  simple

rightward shift in the curve. Instead, the slope decreases, as if

the excitatory current is being shunted or divided. This divisive

process occurs here because the inhibition applied is

proportional to the output of the neuron (see Douglas et al.,

1995, 1996). It is widely assumed, following Blomfield (1974),

that shunting inhibitory synapses acting on the somata of single

neurons produce a divisive change in the current–discharge

relationship. In fact, experiment and theory show that they do

not (Connors et al., 1988; Douglas and Martin, 1990; Berman et

al., 1992; Holt and Koch, 1997). However, our model explains

how ‘division’  can occur in networks:  feedback  inhibition,

acting through approximately linear ‘subtractive’ synapses,

generates a network conductance that appears as a divisive

change in the spike discharge rate of the neuron. This inhibition

changes the gain of the cortical response to a given input current

and it explains how inhibition of the spike discharge of the

neuron appears divisive (Rose, 1977; Morrone et al., 1982b;

Dean et al., 1980) when intracellular recordings clearly indicate

that the shunts associated with inhibitory events are extremely

modest (Douglas et al.,  1988; Berman et  al., 1991; Ferster,

1988; Pei et al., 1991) and largely induce small amplitude

hyperpolarizations.

Contrast Response of Cortical Neurons

The model shown in Figure 5 was driven by an input signal, Ilgn,

derived as the product of a 1 Hz sinusoidally modulated contrast

stimulus, the geniculate contrast response function (Fig. 6, trace

A, and geniculo-cortical synaptic efficacy assumed to be 0.5 nA

somatic current at 100 events/s synaptic excitation, or

0.005 pC/event). The CRF function of the dLGN relay cells was

taken to be (110 × c)/(0.4 + c), which is representative of

measurements for cat dLGN (Sclar et al., 1990).

Our direct intracellular measurements from cortical simple

cells showed that the subthreshold membrane potential is

approximately sinusoidally modulated by sinusoidal contrast

stimuli and is not half-wave rectified. This observation suggests
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that each cortical simple cell receives both ON and OFF input

from the LGN, presumably via a push–pull interaction of

excitation and inhibition (Palmer and Davis, 1981; Horton and

Sherk, 1984; Ferster, 1986, 1988; Carandini and Heeger, 1994).

Therefore, both the positive and negative components of Ilgn

were used as input to our model. Of course, this leads to a

sinusoidal modulation of membrane potential of the model

cortical neuron, and the amplitude of this modulation grows

approximately linearly with log contrast, as observed in the real

neurons (compare Fig. 6).

The adapted current–discharge relation of cortical neurons is

∼70 events/s/nA when measured in vitro or in vivo (B. Ahmed

et al., unpublished data). Since the modulation of the input

current was slow by comparison with typical discharge

adaptation time constants (∼20 ms), the adapted current

discharge relation can be used to estimate the output discharge

of the model cortical neuron. The resulting prediction of the

cortical CRF for a purely feedforward model is shown in

Figure 6. The CRF is quite f lat, and does not show the high gain

found in the mid-range of a given CRF, which is fits well the

steep slope of the linear portion of the Naka–Rushton function.

For example, typical experimentally observed CRFs have a slope

of ∼100 spikes/s per decade of contrast, whereas the response of

the feedforward model in Figure 6 (trace B) has a slope of only

20 events/s. The question is, where is the additional gain

obtained? There are several possibilities.

One possibility is that the current–discharge relation of

cortical neurons is actually much higher than used in the model,

e.g. 400 rather than the typical 70 events/s/nA (Fig. 6, trace C).

This change certainly improves the maximum gain, but is way

out of range of the F–I relations measured experimentally. We

have made direct measurements of the adapted F–I relations in

the same cells from which discharge CRFs were obtained

intracellularly. The average slope was 71 spikes/s/nA (SEM

8.6 spikes/s/nA, n = 10).

A second possibility is that the input current received by the

neuron is much greater than that modelled. For example, a dense

anatomical convergence of the dLGN afferents coupled with

very strong synapses could be a source of exceptionally large

currents in single simple cells. In the feedforward case, this

means that Ilgn must be larger than modelled by a factor of ∼4–5

(Fig. 6, trace D). This solution seems unlikely, given that only

∼5% of excitatory synapses onto the input cells of cortex are

provided by the dLGN afferents (Ahmed et al., 1994), and the

dLGN synapses, while exceptional in having a high probability

of transmitter release, do not produce EPSPs that are an order of

magnitude larger than those of other cortical cells in layer 4, for

example (Stratford et al., 1996). In addition, the model needs to

be applicable to neurons in other layers, where the primary

input is from conventional cortical synapses (Mason et al., 1991;

Thomson and Deuchars, 1994). Thus having a ‘special purpose’

geniculocortical synapse that supplies a large feedforward input

current does not solve the problem.

In the feedback case, the recurrent currents provide a large

fraction of the total somatic current and the amplitude of Ilgn is

relatively small. The dLGN current input is simply amplified by

summation with Irec. This recurrent gain can provide the

necessary increase in slope (Fig. 6, trace E). The F–I response of

the linear threshold neurons used in the model is also linear.

Consequently, the linear response of the cortical neurons to

log contrast is derived from the log contrast behavior of the

dLGN input.

Contrast Adaptation

In real cortical neurons the CRF adapts in relation to the average

contrast of the stimulus (Figure 2), with a time constant of

∼5–10 s (Albrecht et al., 1984; Ohzawa et al., 1985; Bonds,

1991). There are a number of mechanisms that could underly

this adaptation (Fig. 4A). For example, the efficacy of excitatory

synapses (or perhaps dendritic gain) could adapt in response to

sustained high input signals (Markram and Tsodyks, 1996;

Abbott et al., 1997). The reduction in the neuronal discharge

seen during adaptation would then be due to a reduction in the

amplitude of the sinusoidal driving signal at the soma or the

action potential initiation zone. We found no such changes in

amplitude during contrast adaptation in our direct intracellular

measurements (Fig. 2).

An alternative possibility is that the sensitivity of the neuron is

reduced by shunting inhibition. But this divisive mechanism too

should express itself as an adaptation-dependent reduction in the

stimulus induced membrane f luctuations. A third possibility is

that the spike generation mechanism undergoes long time-

constant adaptation during sustained discharge. Although some

quite long time-constant outward conductances have been

observed in cortical neurons (Schwindt et al., 1988a,b), the

strength of those currents is not enough to provide the ∼0.5 nA

outward current to achieve the degree of reduction in discharge

observed in Figures 1 and 2A, for example. Indeed, activity itself

has no effect on the process of contrast adaptation, since

decreases or increases in the discharge rate induced by drugs

during the visual adaptation period do not alter contrast

adaptation (DeBruyn and Bonds, 1986; Vidyasagar, 1990;

McLean and Palmer, 1996; J. Allison and K. Martin, in prep-

aration).

A further possibility is that the contrast adaptation is due to

feedforward inhibition that is proportional to average geniculate

Figure 6. Contrast response functions of a lateral geniculate neuron (A) and various
models of cortical neuron (B–E). (A) Typical geniculate response, obtained from the
Naka–Rushton relation with a semisaturation contrast of 0.4, and an exponent of 1
(Ohzawa et al., 1985). The cortical responses were obtained from various versions of
the model neuron shown in Figure 5. (B) Cortical neuron with small feedforward input
only has low gain over the range of contrasts tested. (C) High gain response obtained
by increasing current discharge relation by a factor of 6. (D) High gain response
obtained by increasing the feedforward current by a factor of 6 (with respect to B). (E)
High gain response obtained by recurrent excitation. Feedforward current is the same
as in B.
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activity (γ in Fig. 5), with a time-constant of a few seconds. Such

feedforward scaling would act by shifting the threshold of

activation of the cortical neuron along the log contrast axis. The

feedforward geniculate signal that provides excitation and

inhibition (indirectly via an interneuron) to the cortical neurons

is approximately linear in log contrast (Fig. 6, trace A). Therefore

subtraction of these two signals is expected to result in a divisive

shift, rightwards along the log contrast axis (Fig. 7). The

subtractive inhibition should lead to a hyperpolarizing shift in

the membrane potential.

If activation of the cortical neuron was purely feedforward,

then the inhibitory current would have to be some substantial

fraction of the excitatory current, and  the resultant hyper-

polarization should be large. For example, if the total excitatory

current is ∼1 nA, then to shift the CRF adapted at 7% contrast to

the CRF adapted at 28% contrast would require a subtractive

current of ∼0.5 nA. This would produce a hyperpolarizing shift

of ∼10 mV for neurons of input resistances of ∼20 MΩ. We did

not observe such large hyperpolarizations. However, the

mechanism of an inhibitory offset is theoretically interesting and

the absence of mean membrane potential changes in our data

can be readily explained if the input current to the neurons is

amplified by the recurrent circuits (Fig. 5B). Under the

conditions operating in the electronic model circuit, the effect of

the inhibitory current is enhanced by the recurrence, because it

is the interaction between the small feedforward excitatory

current and the equally small feedforward inhibitory current

that is amplified to provide the observed discharge response.

The hyperpolarizing shifts caused by such inhibitory currents

are expected to be small (2–3 mV in traces A′ and B′ of Fig. 8).

Such small changes would be difficult to detect in vivo, where

the mean membrane potential is somewhat dependent on the

strength of activation of the neuron. We have not obtained

convincing evidence for a consistent contrast-dependent shift in

the average membrane potential of either simple or complex

cells. However, we note that Carrandini and Ferster (1997) used

a different protocol to ours and reported contrast-dependent

changes in mean membrane potential of the order of 2–15 mV. If

mean membrane potential changes of this magnitude underlie

contrast adaptation they should have readily been detected with

the stimulation protocol we used, but such large changes in

membrane potential were not observed. It will be interesting to

see whether the small changes predicted by our model might not

be more readily revealed by another stimulation protocol.

Conclusion
We have used a simple, rather linear model to discuss the central

features of our results. We have been concerned to emphasize

the possible role of recurrent connectivity in the generation of

the cortical CRF, and its possible modification by simple

feedforward controls. That the model can capture some of the

basic phenomena also indicates that mechanisms may be

essentially local and not require long distance lateral

interactions. The experimental work of Ohzawa et al. (1985)

indicates that adaptation and gain control is indeed essentially a

local phenomenon and can act within the receptive field itself.

Clearly, such a model will not provide a comprehensive

account of all aspects of the problem. For example, we have not

addressed the problem of the exact form of the CRF in cortex, in

particular its  saturation at discharge levels less than typical

saturation levels of the individual neuronal F–I relation.

Carandini and Heeger (1994) have suggested that this saturation

arises from a shunting feedback inhibition that acts to normalize

the cortical responses to changes in contrast. But the increases in

conductance expected on the basis of their theory are not

observed experimentally. It is possible that the saturation effects

arise, for example, out of the interaction of recurrent excitation

with dendritic saturation effects. We have also not identified the

source of  the relatively  long time constant (6–10  s) of  the

contrast adaptation. The difficulty here, of course, is that

studying possible candidates, e.g. modulation of synaptic

Figure 7. Adaptation of action potential contrast response in model cortical neuron by
normalizing feedforward inhibition derived from time averaged (time constant, 10s)
geniculate input signal. (A) Transient contrast response function (CRF) of model cortical
neuron shown in Figure5 measured at an adapting contrast of 0.07. This CRF estimates
the differential mode CRF at the adapting contrast. (B) Transient contrast response
function of model neuron measured at an adapting contrast of 0.28. (C) Slow CRFs
measured at adapting contrasts of 0.07 and 0.28, estimating the common mode
cortical CRF. This ‘DC’ response is similar to D, the geniculate CRF (A in Fig.6).

Figure 8. Membrane potential responses of the model cortical neuron. Amplitude of
the 1Hz component, A, and average A′ of the membrane potential response to a 1Hz
sinusoidally modulated contrast stimulus when the neuron was adapted to a contrast of
0.07. These curves correspond to discharge responses A in Figure7. Curves A and B
overlap for contrast of 0.14. (B) As A, but for contrast adaptation of 0.28. (C) Average
membrane potential obtained when estimating the ‘DC’ CRF in C of Figure7. The
amplitudes of the 1Hz component were superimposed on curves A and B above, and so
are not plotted.
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efficacy, is particularly difficult in vivo and the plethora of

dynamic changes in synaptic efficacy seen in vitro (Thomson

and Deuchars, 1994; Markram and Tsodyks, 199; Stratford et al.,

1996) remain to be demonstrated in vivo.

Another aspect that needs resolution is the role of inhibition

in the adaptation  response. Here  we have explored how a

feedforward inhibitory pathway might act to produce the

contrast adaptation. However, experiments that have blocked

the GABAa receptors locally with n-methyl bicuculline have

failed to find evidence of a GABA-mediated inhibition. Clearly

there are other inhibitory receptors in cortex, the GABAb

receptor, for example (Connors et al., 1988; Douglas et al., 1989;

Berman et al., 1991). Their role needs now to be examined.

Although most cortical neurons tested show contrast gain

control and contrast adaptation, the strength of the effect varies

greatly between neurons (Albrecht et al., 1984; Ohzawa et al.,

1985). This aspect has yet to be understood. It is possible that

the absolute contrast signal transmitted from the dLGN might be

preserved in some neurons that participate in some particular

pathways. Another possibility is that gain control and adaptation

is done once only at the input stage and then transmitted within

the cortical column to output neurons, much like the retina does

with luminance. Whatever the answer to these and other

important questions, it is clear that the mechanisms involved in

the control of contrast have already provided and important

extension to our exploration of the microcircuits of the visual

cortex.
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