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1. Introduction

The human brain contains at least 100 billion neurons, each
with the ability to influence many other cells. Clearly, highly
sophisticated and efficient mechanisms are needed to enable
communication among this astronomical number of elements.
Such communication is made possible by synapses, the func-
tional contacts between neurons. The synapses have a major
part to play for learning, memory and control in the functional
brain. The connection strengths of the synapses correspond
to weights of neurons in artificial neural networks.

Back Propagation (BP) learning [1] is one of engineering
applications of artificial neural networks. The BP learning
operates with a feedforward neural network which is com-
posed of an input layer, a hidden layer and an output layer,
and the effectiveness of the BP learning has been confirmed
in pattern recognition, system control, signal processing, and
so on [2]-[4]. It is an optimization produce based on gradi-
ent descent that adjusts weights to reduce the system error or
cost function. The errors are used as inputs to feedback con-
nections from which adjustments are made to the synaptic
weights layer by layer in a backward direction.

In this study, we investigate the performance of the BP
learning if the action of synaptic weights changing by exter-
nal influence. We introduce periodically sine wave as external
influence function to adjustment of the weights. By computer
simulation, the proposed network gains the good performance
for learning efficiency. Furthermore, the characteristics of the
neurons in hidden layer are investigated.

2. Back Propagation Algorithm

The standard BP learning algorithm was introduced in [1].
The BP is the most common learning algorithm for feedfor-
ward neural networks. In this study, we use the batch BP
learning algorithm. The batch BP learning algorithm is ex-
pressed by similar formula of the standard BP learning al-

gorithm. The difference lies in the timing of the update of
the weight. The update of the standard BP is performed after
each single input data, while the update of the batch BP is
performed after all different input data. The total error E of
the network is defined as the following equation.

E =
P∑

p=1

Ep =
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where P is the number of the input data, N is the number of
the neurons in the output layer, tpi denotes the value of the
desired target data for the pth input data, and opi denotes the
value of the output data for the pth input data. The goal of the
learning is to set weights between all layers of the network
to minimize the total error E. In order to minimize E, the
weights are adjusted according to the following equation:
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where wk−1,k
i,j is the weight between the ith neuron of the

layer k − 1 and the jth neuron of the layer k, m is the learn-
ing time, and η is a proportionality factor known as the learn-
ing rate. In this study, we introduce inertia term in the 2nd
term of the right-hand side of Eq. (4) to improve the rate of
convergence.
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+ ζ∆pw
k−1,k
i,j (m − 1) (3)

where ζ denotes the inertia rate. This can be accomplished by
adding a fraction of the previous weight change to the current
weight change. The addition of such a term can help smooth
out the descent path by preventing extreme changes in the
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gradient due to local anomalies. It can act as an average ef-
fect which smooths the trajectory of the gradient as it moves
downhill.

3. External Influence Function

We investigate the performance of BP learning when the
adjustment of the weights changes periodically by external
influence. The adjustment of weights equation with external
influence function is given by the following equation.

∆pw
k−1,k
i,j (m)

= fE(m) ×
(
−η

∂Ep

∂wk−1,k
i,j

+ ζ∆pw
k−1,k
i,j (m − 1)

) (4)

where fE is the external influence function as shown in Fig. 1.
In this study, we consider that the external influence function
is sine wave. From this figure, A1 and A2 denote the ampli-
tude of this function, and T is the period of the sine wave. We
set T = 1000.

A2

A1

fE

Iteration
time

T

Figure 1: External influence function.

4. Simulated Results

We consider the feedforward neural network producing
outputs x2 for inputs data x as one learning example. The
sampling range of the input data is [−1.0, 1.0] and the step
size of the input data is set to be 0.01. We carried out the
BP learning by using the following parameters. The learning
rate and the inertia rate are fixed as η = 0.1 and ζ = 0.02,
respectively. The initial values of the weights are given be-
tween −1.0 and 1.0 at random. The learning time is set to
50000, and the 8 neurons are prepared in the hidden layer.
The network structure using this study and learning example
are shown in Fig. 2.

4.1. Performance of learning process

We investigate the convergence speed and the learning ef-
ficiency as the total error between the output and the desired
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(b) Learning example.

Figure 2: Network structure and learning example.

target. We define “Average Error Eave” by the following
equation as mean square error.

Eave =
1
P

P∑
p=1

{
1
2
(tp − op)2

}
(5)

Figure 3 shows one example of the simulation results when
the amplitude of the external influence functions are changed.
The horizontal axis is iteration time and the vertical axis is
Eave. From this figure, we can confirm that the proposed
network with the external influence function gains better per-
formance than the conventional network. The learning curve
converges more quickly when the external influence has large
amplitude. Eave of the proposed network and the conven-
tional network are summarized in Tab. 1. The results show
that the proposed network gains a good performance when
the amplitude of the external influence function is large.

Table 1: Eave of the after BP learning process.

A1, A2 Eave

Proposed 0.1, 2.0 0.026374
0.1, 5.0 0.000987
0.1, 10.0 0.000826
0.1, 20.0 0.000750

Conventional 0.028067
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Figure 3: One example of learning process.

4.2. Stress and satisfaction

Next, the adjustments of the weights of the proposed net-
work and the conventional network are compared. We define
that the network feel stressed if the adjustment of the weights
of the proposed network is smaller than the conventional net-
work. On the other hand, the network feel satisfied if the
adjustment of the weights of the proposed network is larger
than the conventional network. The definition of the stress
and the satisfaction are shown in Fig. 4.

Figure 4: Stress and satisfaction of the proposed network.

The simulated results compared the area ratio of the stress
and the satisfaction are shown in Fig. 5. In this simulation,
we use the same initial conditions of the weights. We con-
firm that the area of the stress of the satisfaction is small
when the amplitude of the external influence function is small
(Fig. 5 (a)). And the some neuron’s area of the stress or the
satisfaction becomes large by increasing with amplitude of
the external influence function (Figs. 5 (b), (c) and (d)).
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(a) A1=0.1, A2=2.0.
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(b) A1=0.1, A2=5.0.
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(c) A1=0.1, A2=10.0.
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(d) A1=0.1, A2=20.0.

Figure 5: Simulated results of stress and satisfaction.
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Figure 6: Adjustment of weights (A1=0.1, A2=20.0).

One example of varying adjustments of the weights be-
tween the input and the output layers is shown in Fig. 6. The
adjustments of some weights of the proposed network change
widely when the iteration time is around 2000.

5. Conclusions

In this study, we investigated the performance of the BP
learning if the action of synaptic weights changing by exter-
nal influence. We introduced the periodically sine wave as ex-
ternal influence function to the adjustment of the weights. By
computer simulation, the proposed network gains the good
performance for learning efficiency. Furthermore, the charac-
teristics of the neurons in the hidden layer were investigated.
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