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Abstract— Recurrent networks and hardware analogs that
perform a winner-take-all computation have been studied ex-
tensively. This computation is rarely demonstrated in a spiking
network of neurons receiving input spike trains. In this work,
we demonstrate this computation not only within an aVLSI
network but also across networks of integrate-and-fire neurons
in a feature competition task. The chip has four populations of
neurons receiving input spike trains that represent the outputs
of four feature maps. The connectivity within each population
is configured so that all the neurons compete with one another.
In addition, a second level of competition, which we call the
feature competition, can be introduced between all populations
(or feature maps). The two levels of competition are useful in a
system that has to select both the locations of relevant features
and the best feature map that is coded in an input stimulus.
The selection process can be completed as fast as after two input
spikes.

I. INTRODUCTION

The construction of multi-chip VLSI systems with large-
scale networks of spiking neurons and spike-based sensors is
rapidly becoming a reality. These systems rely on the robust
operation of a flexible infrastructure that allows event-based
communication between multiple chips [1], [2], [3], [4]. With
prototypical technology in hand to construct such systems, we
are starting to explore the performance of event-based systems
in various processing tasks.

One computationally powerful operation that can be ex-
pressed by spike-based recurrent networks is the winner-
take-all function [5]. This computation is intrinsic to many
models that describe attention and recognition processes in
the cortex [6], [7] and is thought to be a basic building block
of the cortical microcircuit [5]. It have also be demonstrated
in hardware analogs [8], [9], [10].

In this work, we describe how we used the winner-take-
all function to implement feature competition in a chip ("Ob-
ject’ chip) which has four populations of aVLSI integrate-
and-fire neurons. This chip is part of a multi-chip multi-
layered asynchronous spike-based vision system (CAVIAR)
that classifies spatio-temporal trajectories in the scene [11].
The components of this system all communicate using an
asynchronous event-based transmission protocol called the
address-event representation (AER) protocol. This mechanism
routes spike events between neurons and synapses that are
labelled by unique addresses [1], [2]. This protocol permits
neurons/pixels to be virtually connected on or across chips.
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The system consists of a transient retina, four convolution
chips, the ’Object’ chip, and a spike-based learning chip in
sequence.

The CAVIAR system can implement an abstract version
of a hierarchical “object recognition” system similar to that
proposed by [12]. In their model, the authors used a MAX
function to obtain translation and size invariant responses from
their feature detectors. In a similar spirit, the feature maps
in CAVIAR are created by convolving retinotopic input with
preprogrammed feature kernels in the convolution chips.

The Object chip implements a spike-based version of the
MAX function on the output of each convolution chip, thus
obtaining a translation invariant feature map. By selecting the
best feature map out of the maps generated by the convolution
of the retinotopic input with the same feature detector but at
different scales, the Object chip can also achieve size invariant
responses. Since the kernels of the convolution stage are freely
programmable, a variety of different vision algorithms can be
explored with this architecture.

In this paper, we show how the Object chip implements
feature competition across the emulated outputs of 4 differ-
ent spike-based convolution chips which have been prepro-
grammed with different feature kernels. Different features can
also correspond to the same feature detector at different scales.

The goal of this work is to show how this module can
implement feature competition with asynchronous spiking
neurons, and how this process can be completed in as few as
two input spikes thus making the selection process fast [13].
The inputs to the network do not have to be spatially static.
In fact, the CAVIAR system is designed to work with moving
stimuli especially since the visual input is first processed by a
transient retina chip [14]. The winning neurons in the Object
chip code the highest input activity to the population. This chip
reduces the data flow rate to the classifier chip by preserving
only information about the best feature map. In the CAVIAR
system, it also extracts the depth information by programming
the same feature detector at different scales in the different
convolution chips.

II. Object CHIP

This AER transceiver chip was fabricated in a 0.35 CMOS
technology and consists of four populations of 8 x 8§ VLSI
integrate-and-fire neurons with various types of synapses. The
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Fig. 1.  Architecture of ’Object’ chip configured for competition within a
feature map and across feature maps. Each population of neuron consists
of 62 excitatory neurons and two inhibitory neurons. Inhibitory neuron 1 is
excited by all the excitatory neurons and in return, it inhibits these neurons.
Inhibitory neuron 2 is used for competition across feature maps. It is excited
and inhibited by inhibitory neuron 1 in its own population and excited by
inhibitory neuron 1 of all other populations.

connectivity of the populations can be programmed through
the AER infrastructure and the local connectivity on-chip.

The chip was designed so that it can receive inputs from
up to 4 spike-based convolution chips with programmable
feature kernels. The inputs from one convolution chip indicate
the spatial locations of its preprogrammed feature kernel and
the firing rates represent the strength of the convolution. The
Object chip determines which feature map has the strongest
outputs and in addition, computes the best spatial location of
that feature. The processing on this chip reduces the image
information rate to the subsequent post-processor.

The best feature map is determined by configuring the
connectivity of each population so that it implements the hard
winner-take-all function. This means that only one neuron in
the population will be active as shown in Fig. 1. The winner
and the global inhibitory neuron in each population code the
input activity, that is, their output activities are proportional to
the input activity.

A. Chip Architecture

The chip architecture in Fig. 1 shows one of the four
populations of 8x8 integrate-and-fire neurons. The neuron
circuit implements an integrate-and-fire model with a constant
leak current. The externally controllable parameters for the
neuron circuit include the threshold voltage, the refractory
period, the pulse width of the spike, and the leak current.
62 out of the 64 neurons in each population are considered
as excitatory neurons and the remaining two neurons are
inhibitory neurons.

Each neuron has 8 AER input synapses of the excitatory,
the excitatory depressing, and the inhibitory type. In addition,
every neuron has 2 sets of local synapses. The first set
consists of the connections that a neuron can make to other
neurons and the second set consists of the connections that the
neuron receives from other neurons. The type of connection
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Fig. 2. Example raster plot of the spike trains to and from the neurons:

(a) Input: starting from O ms, the neurons are stimulated with spike trains
of a regular frequency of 100Hz, but randomized phase. Neuron number 42
receives an input spike train with an increased frequency of 120Hz. (b) Output
without WTA connectivity: after an adjustable number of input spikes, the
neurons start to fire with a regular output frequency. The output frequencies
of the neurons are slightly different due to mismatch in the synaptic efficacies.
Neuron 42 has the highest output frequency since it receives the strongest
input. (c) Output with WTA connectivity: only neuron 42 with the strongest
input fires, all other neurons are suppressed.

made from one neuron to another is indicated by the type of
neuron. The only exception is the connections made by global
inhibitory neuron 1.

Each excitatory neuron connects to its four neighbors, and
to inhibitory neuron 1 of its population. It receives excitatory
connections from its neighbors and inhibitory connections
from both global inhibitory neurons.

Inhibitory neuron 1 connects to all excitatory neurons. It
also makes an on-chip excitatory and inhibitory connection
to inhibitory neuron 2 and makes an excitatory connection
to the inhibitory neuron 2 of the remaining populations. In
return, it receives connections from all excitatory neurons of
its population.

Inhibitory neuron 2 connects to all excitatory neurons of
its population. In addition, it receives excitatory connections
from inhibitory neuron 1 of all 4 populations and an inhibitory
connection from inhibitory neuron 1 of its own population.
The local synapses can be activated without going through
the AER infrastructure.

The spiking activity of the neurons can be monitored
through the addresses on the AER bus while an on-chip
scanner allow us to monitor the membrane potentials of the
neurons externally. Details of the neuron and synaptic circuits
and the AER infrastructure supporting the programmability of
the system have been previously described [3].

B. Connectivity Setup

The neurons express a certain amount of heterogeneity
because of inherent nonidealities in the fabrication process.
The variance in the response of the neurons can be corrected
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Fig. 3. Architecture of *Object’ chip configured for competition within two
feature maps and competition across feature maps. All excitatory neurons of
a winner-take-all network receive inputs from a feature map. These neurons
excite a global inhibitory neuron which in turn inhibits all excitatory neurons.
For competition across feature maps, inhibitory neuron 2 in each population is
excited by inhibitory neurons 1 in all populations and it inhibits all excitatory
neurons in its own population. Notice, that it is also inhibited by the output
of inhibitory neuron 1 in its own population.
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Fig. 4. Two of the four input feature maps for the experiment described in
Section IV. Inputs to the neurons in each population consist of spike trains
of regular frequency and represent a two-dimensional Gaussian distribution
that rotates around the center of the array with a frequency of 0.25Hz. The
distribution is scaled so that the highest input rate equals 1000Hz. This high
rate is necessary because the network has to determine the winner using an
estimate of the instantaneous input rates on a moving stimulus. In addition,
every neuron receives a background firing of 200Hz so that all neurons spike
at a low quiescent rate. The feature map on the right is presented to only
one population while the one on the left is presented to the remaining 3
populations. The firing rates of the right feature map have been increased by
35%.

up to an average of 10% by using a spike burst encoding
method [15] to reduce the mismatch in the synaptic weights
across neurons.

To implement competition within the network, we activate
the local excitatory connections from the population to its
global inhibitory neuron 1 (see Fig. 1) and the inhibitory
connection from this neuron to the population. The winner
is selected after a pre-determined number of input spikes
according to the constraints of the connectivity parameters
needed for the WTA function [15] [16]. Each excitatory
input spike charges the membrane of the post-synaptic neuron
until one neuron in the array reaches threshold after the pre-
determined number of input spikes and is reset. This neuron
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Fig. 5. Output of the *Object’ chip showing the competition across 4 feature
maps. Only 2 feature maps are shown. Output of the chip is displayed over
time for each neuron (column). Every box represents the spike rate encoded in
the gray level. From ¢ =0 to 4s, the internal connectivity is switched off and
most of the neurons are active. At time ¢t =4s, competition takes place within
each feature map. All neurons except for the winner are suppressed. The
position of the winning neuron follows the center of the Gaussian distributed
input, which rotates once in 4s. At time ¢ = 8s, the feature maps compete
with each other, leaving only the winning feature map with its most active
(or winning) neuron (right side).

then drives the inhibitory neuron which in return inhibits all
other neurons. Self-excitation of the winning neuron facilitates
the selection of this neuron as the next winner.

To implement feature competition, we activate the on-chip
connections from every inhibitory neuron 1 to all the four
inhibitory neurons 2 of the four populations. In addition, we
also activate the connections from each inhibitory neuron 2
to all excitatory neurons of its own population. Since the
inhibitory neuron 1 codes the highest input activity within its
own population, the one with the highest activity will suppress
all other populations indirectly through their inhibitory neuron
2.

III. COMPETITION WITHIN MAPS

We first demonstrate the WTA operation within one popu-
lation of neurons. The network behaviour is illustrated using
a spike raster plot in Fig. 2. At time ¢ = 0, the neurons
receive inputs with the same regular firing frequency of
100Hz except for one neuron which receives a higher input
frequency of 120Hz. The connectivity was configured in this
one experiment so that the neuron reaches threshold in 6 input
spikes, after which the network selects the neuron with the
strongest input as the winner. On this chip, a network that has
been compensated for synaptic mismatch can discriminate an
average difference of input frequencies of 10% or an absolute
minimum difference of around 20% across all neurons.

1V. FEATURE COMPETITION

Next, we demonstrate feature competition by presenting
each population with a rotating blob of Gaussian distributed
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input on top of a background spike input rate of 200Hz as
described in Fig. 4. This blob of activity is similar to the
output of a convolution chip which sees an object rotating in
the image. The background input is added so that all neurons
have a low quiescent spike rate. For one of the populations,
we increased its input spike rates by 35%. This was necessary
because we did not compensate for the synapse mismatch
in this experiment. As mentioned before, this percentage can
be reduced to 20% if the synaptic mismatch is compensated.
(We did not do the synaptic compensation here because the
compensation scheme for all 4 populations would add a
noticeable overhead to the communication rate on the AER
bus.) The result of this competition across the populations is
shown in Fig. 5. Initially, all four populations respond this
rotating blob. At time ¢ = 4s, the WTA competition in each
population is initiated, and we see that only one neuron in each
population stays active. The position of this neuron follows the
center of the Gaussian distributed input. At time ¢ = 8s, the
feature competition across populations is initiated, resulting in
only one active neuron in one active population.

V. CONCLUSION

We demonstrate feature competition in an aVLSI chip which
has four arrays of integrate-and-fire neurons. Each array or
population receives the outputs of a spike-based convolution
chip which has a preprogrammed feature kernel. The output
of a convolution chip represents a feature map of the input
scene. By configuring the connectivity of each population for
the hard winner-take-all operation, only the neuron receiving
the highest input activity in each population will remain active,
thus indicating the spatial location of the strongest output in
that map.

The output activity of the global inhibitory neuron of each
population also reflects the highest input activity to the popula-
tion. Hence we are able to use the four inhibitory neurons from
the four populations to compete against one another through
an additional global inhibitory neuron in each population
for the feature competition task. In this computation, only a
single neuron in one population remains active while the other
populations are suppressed.

This chip is part of a multi-chip multi-layered asynchronous
spike-based vision system (CAVIAR) which classifies spatio-
temporal trajectories in the image. It reduces the amount of
information flow from the convolution chips to the classifier
chip and also provides information continuously in time about
the best feature map.

While the feature competition in our experiments could
have been implemented in a single population that receives
the outputs of all 4 feature maps, we intend to investigate
ideas of, for example, normalization of the outputs of a single
feature map before competition. The separation into the four
populations allows us to pursue these questions.

The chip was fabricated in a 0.35um CMOS 4-metal process
and has an area of about 8.5mm?. At present, we integrated
the populations for four feature maps on a single chip but in a
future implementation, each chip will be assigned to a single

feature map. Competition across features will be implemented
as competition across chips. This modification will allow the
chips to be scaled easily according to the necessary number
of feature maps [16] [11] [15].
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