Signal Processing in Insect Hearing Organs
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Abstract — Many insects are endowed with small,
yet very powerful hearing organs whose signal pro-
cessing characteristics are very similar to those
of the mammalian cochlea. We investigate self-
sustained oscillation (SO) data of the Drosophila
hearing organ and demonstrate that they are faith-
fully described by a generalized van-der-Pol system.
Technical applications may benefit from a profound
understanding of this compact and sensitive sound
detector.

1 INTRODUCTION

The proportion of people suffering from cochlear
hearing loss is ever increasing in industrialized
countries, and its treatment by hearing aids is of-
ten not satisfactory. This situation can be im-
proved if the principles of auditory processing are
understood. This knowledge may then be used for
hearing-aid design. Other electronic sound process-
ing systems, such as speech recognition devices, also
benefit from this biomorphic approach [1].

Up to now, research was mostly focused on the
mammalian cochlea. In addition to physiological
investigations, models of the cochlea have been de-
vised in order to gain insight into the fundamental
principles of hearing [2, 3]. Cochlear signal process-
ing has also been implemented as electronic circuits
(silicon cochlea) [4, 5]. The hearing organs of many
insects, however, exhibit the same signal process-
ing characteristics as the mammalian cochlea [6]:
They are able to actively amplify an incoming stim-
ulus, display a pronounced compressive nonlinear-
ity, and are able to generate self-sustained oscilla-
tions (SO) in the absence of any sound. SO are the
counterpart to spontaneous otoacoustic emissions
(SOAE) of the mammalian cochlea. Prestin, which
is the fifth member of the anion transporter family
SLC26, has been identified as the molecular mo-
tor for amplification in the mammalian cochlea. In
the hearing organs of Drosophila, a prestin-related
protein of the SLC26 family is expressed [7]. From
these findings it is concluded in [7] that the outer
hair cells in mammals and the insect auditory sen-
sors may have their common evolutionary origin
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in ancient mechanosensory cells. The fundamental
mechanisms of active amplification are thus most
likely similar in both mammals and insects.

Since insect hearing organs are located on the
body surface, they are, in contrast to the mam-
malian cochlea, accessible to non-invasive measure-
ment; furthermore, simultaneous recordings of the
neural activity are possible. Therefore, research on
the insect auditory system will provide profound
insights into the principles of auditory information
processing. Since insect hearing organs are — de-
spite their smallness — very powerful and often very
specialized, their understanding may pave the way
towards miniaturized artificial acoustic sensors.

In this contribution, we will investigate SO in the
hearing organ of Drosophila melanogaster. By using
time-series analysis methods, we will reconstruct
the generating differential equation. We will show
that the SO, and thus the amplification process,
are governed by a generalized van-der-Pol equation.
The Drosophila hearing system is thus driven by
a superregenerative amplifier, in agreement with a
hypothesis originally brought forward by Gold in
1948 [8] for the mammalian cochlea.

2 LIMIT-CYCLE OSCILLATIONS IN
THE DROSOPHILA HEARING OR-
GAN

2.1 The Drosophila Hearing Organ

Insect hearing organs, which occur in a large vari-
ety and at different places on the insect body (head,
thorax, legs etc.), are divided into two classes [9]:
(1) tympanal hearing organs, which detect the
sound pressure variations of the acoustic far-field,
and (2) detectors for the acoustic near field, which
are responsive to air particle velocity, and whose
frequency range is restricted to below ~ 1000 Hz.
The Drosophila antenna, which operate as a sound
receiver, belong to the latter class.

An incoming sound stimulus induces vibrations
in the most distal part of the fly’s antenna, the
feathery arista. These vibrations are transmitted
to Johnston’s organ in the antenna’s basal part, the
hearing organ proper, where the mechanical vibra-
tions are transduced into neural excitations. John-
ston’s organ consists of hundreds of mechanorecep-
tor units, and it is the origin of the active amplifi-
cation process.
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Figure 1: SO of Drosophila (antenna velocity). (a)
10 min, (b) 20 min, (c¢) 30 min, (d) 34 min after
DMSO injection.

2.2 Autonomous Vibrations

In the absence of any sound, SO can be induced by
injection of dimethylsulphoxide (DMSO), and may
last for up to 1 — 1.5 hours. DMSO is a local anal-
gesic which is known to affect insect mechanosen-
sory receptors. The precise mechanism by which
DMSO induces SO is still unclear. However, as
DMSO-induced SO are metabolically vulnerable
(the are reversibly suppressed by CO2 exposure),
they must be related to the active amplification
mechanism [6]. From SO measurements, insights
into the amplification process may thus be gained.

The fully developped SO appear about 20 min
after injection (Fig. 1 (b)) and have the shape
of relaxation oscillations, with a characteristic fre-
quency of about 100 Hz. After another 10 min
(Fig. 1 (c)), the SO amplitudes decrease, and in the
further course of time, when the DMSO concentra-
tion has significantly decreased, the SO approach a
sinusoidal form Fig. 1 (d).

These observations are reminiscent of limit-cycle
oscillations of the van-der-Pol type,

F—pu(l—-2®)i+z=0, (1)

which appear if the control parameter p > 0 is de-
creased, starting from a high value (z denotes the
antenna location). Note that for g > 0, undamp-
ing (i.e. amplification) occurs for small z, and sta-
ble limit cycles emerge. However, the pronounced
asymmetry visible in Fig. 1 (b) (compare onset and
extent of upward and downward excursions within
one period), which is gradually reduced at later
times (Figs. 1 (¢) and (d)), necessitates a more gen-
eral model for SO generation. Instead of (1), we

therefore hypothesize the more general system
& — Pp(z)x + Py (z) =0, (2)

where, since antenna vibrations are continuous, we
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choose a polynomial ansatz (of order n and m,
respectively) for the functions P,(z) and P, (z).
P,(x) thus describes the nonlinear, and possibly
negative, friction, and P,,(z) denotes the nonlinear
restoring force.

In the following section n, m and the polyno-
mial coefficients are determined. If the model (2)
is realistic, the polynomial orders n and m can un-
ambiguously be determined. Moreover, variation
of the coefficients with time (i.e. with decreasing
DMSO concentration) will then account for the ob-
served variation of SO shapes.

3 MODEL CONSTRUCTION

3.1 Numerical Differentiation and Integra-
tion

From the measurements, we are given a time series
of antenna velocities. For the model reconstruction
(see Sec. 3.2), we also need the antenna locations
and accelerations. These are determined by numer-
ical differentiation and integration, respectively.
For both methods some difficulties must be over-
come. Slow changes in the mean antenna velocity
induce a significant drift in the computed (by nu-
merical integration) antenna locations. This drift
can be excluded by approximating the computed lo-
cations by a polynomial in the least-squares sense.
If a polynomial of 20th order is used, it is suffi-
cient to drop the linear and quadratic trend. How-
ever, such high-order polynomials induce oscilla-
tions near the beginning and end of the time series.
These characteristic periods at the edges of the time
series must be neglected in the further analysis.
For applying numerical differentiation, the mea-
sured noisy time series must be smoothed in order
to reduce the effects of the noise. This was achieved
by applying a first order Savitsky-Golay filter [10].

Figure 2: Mean-squared error €, . of model fitting

(see (5)).



3.2 Van-der-Pol Model

Let us assume that the model that generates the
measured time series is given by the differential

equation
&= f(z,). (3)

Under the hypothesis that the SO constitute van-
der-Pol oscillations of the form (2), we set

[z, &) = P(2)@ — Py (). (4)
In order to determine the polynomial orders n

and m, the polynomial coefficients are fitted such
that the squared error

is minimized.  Since the time series is non-
stationary, the time steps t¢;, at which &(¢;) is
measured, should encompass only a quasistation-
ary subset of the entire time series. The length
N of these subsets (~ 4000 data points) is large
enough so that polynomial fitting can be reliably
performed.

It is observed that the error e%’m saturates for
n =2 and m = 5 (Fig. 2). A further increase of
{n,m} does not reduce e, ,. The emergence of
such a conspicuous saturation point is remarkable.
It is a very rare case and may indicate that the
model structure (2) is adequate to the Drosophila
auditory system. On the other hand, the relatively
high noise level may possibly prevent the error €}, ,,
from decreasing any further. In the absence of
noise, the errors may thus gradually decrease with
increasing {n,m}. A careful application of noise-
cleaning methods [11] to the time series, before the
model (2) is fitted, will provide evidence whether
this will be the case.

However, the rapid decay of €, ,, before satura-
tion indicates that the chosen model structure (2)
is realistic. A comparison between realizations of
time series by the model and the measurements for
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Figure 3: (a) Flagellum velocity observed 20 min
after DMSO injection (fully developped SO). (b)
Realization of a time series by the model (2), using
n =2 and m = 5.
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Figure 4: Phase-space representation of measured
(dots) and modelled (solid line) antennal vibrations
(at fully developped SO).

fully developped SO (20 min after DMSO injection;
see Fig. 3) reveals that the measured antenna veloc-
ities are indeed faithfully reproduced. This is even
better visible in Fig. 4, where modelled and mea-
sured data are compared in the phase plane (z, %)
(note that the antenna positions z are obtained by

numerical integration from measured velocities; see
Sec. 3.1).

4 AMPLIFICATION DYNAMICS

The asymmetry of the observed antenna oscillations
when SO are fully developped (cf. Fig. 1 (a)) is re-
flected in the shape of P, (z) and Py, (z). It is seen
that P,(z) becomes negative for small excursions
(Fig. 5 (a)). Since P,(z) represents nonlinear fric-
tion, P, (z) < 0 signifies that energy is injected into
the system. This is characteristic for the operation
of an active amplification process.

The nonlinear restoring force P, (z) displays
a more pronounced asymmetry than P,(z)
(Fig. 5 (b)). Pn(x) and its first derivatives are
small around z = 0. This means that for small an-
tenna displacements, only a small restoring force is
present. The system is thus easily driven to rel-
atively large amplitudes by the negative friction
term. The asymmetry of both P,(z) and P, (z)
becomes effective at large displacements and may
have its origin in geometrical properties of the fly’s
antenna.

In the course of time, i.e. with decreasing DMSO
concentration, the nonlinear contributions to fric-
tion and restoring force decay. In particular, the
range where friction becomes negative gradually de-
creases and finally vanishes, in agreement with the
observed reduction in SO amplitude (see Fig. 1).
Interestingly, in addition to becoming approxi-
mately linear in the absence of SO, the restoring
force function P, (z) also becomes very flat. Sim-
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Figure 5: (a) Nonlinear friction P,(z), (b) nonlin-
ear restoring force P, (z) (n = 2, m = 5; 20 min
after DMSO injection, fully developped SO).

ilarly, the friction term remains very small. This
indicates that the system is very responsive. Even
a very faint incoming stimulus thus would rapidly
elicit antenna vibrations. Although the amplifier
has now returned to a stable state, where limit-
cycles do not occur, it remains very sensitive. Only
small parameter variations are necessary to render
the friction term negative and thereby amplify in-
coming vibrations.

Our results may be compared to measurements
of hair-bundle stiffness in lower vertebrates [12]. In
the hearing organs of amphibia and reptiles, am-
plification is achieved by active hair-bundle move-
ments. Mechanical stimulation of hair bundles re-
vealed that the bundle stiffness may become neg-
ative for small bundle displacements [12]. Bun-
dle stiffness has its origin in ion-channel dynamics,
which is considered the source of active amplifica-
tion. In our analysis amplification is generated by
negative friction, in contrast to negative stiffness.

Recently, it was proposed that active amplifica-
tion in the mammalian hearing system is governed
by the generic Hopf-type differential equation [13].
It was later demonstrated that a Hopf-type cochlea
model [3] is able to faithfully reproduce measured
cochlea responses. Furthermore, the cochlear pro-
cessing of multi-frequency tones is easily explained
in this way [14]. Note that also the van-der-Pol sys-
tem exhibits a Hopf bifurcation at u = 0. Active
amplification by using the characteristics of a Hopf
bifurcation may thus constitute a general, and early
developed, mechanism.

5 CONCLUSIONS

DMSO-induced SO reflect fundamental characteris-
tics of active amplification in the Drosophila hear-
ing organ. Their shape and variation in time are
faithfully modelled by a generalized van-der-Pol
equation, and the saturation properties in model-
fitting are a hint that this model is accurate. In
its normal state, the Drosophila hearing system is
able to deal with the problem of internal noise (in
contrast to van-der-Pol based radio amplifiers). In
order to find out more about the active amplifi-
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cation properties under normal conditions (i.e. in
the absence of SO), further measurements must be
performed. In particular, simultaneous neuronal
recordings would be of great value.
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