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ABSTRACT 
Wlicn regularly spiking ra,t, cortical cclls arc pcr- 
turbed by periodic inhibition, for set, of positive 
irieasiire of spccific rat,ios bet,wccn stimulation and 
sclf-oscillation hoquency, tlie resnlting spiking pat,- 
tcrn is chaot,ic. Cont,rary to  earlicr s~ieculatioiis, 
these coiinect,ions do nut dcsynchronize t,lic nci.work. 
Tlic optimal network perforinancc is c1iaracl.crized 
Iiy the transition from lor:al chaos to  global chaos 
doniinancc. W i c n  a phase-coincirlonce dctect,ion al- 
gorithm is appliad, qnick convcrgencc t,owards non- 
trivial phasc pati,erns is observcd. Distinct "scn- 
sory" inputs to t,lic net,work are rcflcckd in localizcd, 
inpnb- spccific diikrciiccs of {.he observed ai.tractors. 

1 INTRODUCTION 
Althougli considerable progress has bccn achicvetl 
in the past, tlic way thc tirain works is st,ill far from 
bcing undcrstood [l]. Underst,anding I.he brain is in- 
t,rinsically connoctcd wit,Ii qncst,ions sucli as how in- 

ored and propagal.cc1. The connection 
of ncurons to a network clcarly excccds t,hc complcx- 
it,y of it,s elcmenk. Howcvcr, one may cxpect, Ihat 
the hcha,vior of t,lic whole brain can bc related t,o 
thc behavior of single fiiiictional clcrncrits. 

Qucst,ions which rccerit,ly obt,aincd considerablc 
interest arc whcl.ber or not brain activit,y can bc 
chaotic [Z] and wlict,lier or not i t  may bc iiseful to 
iisc a phase-coding st,rai.cgy t,o process tlic itiforma- 
tion in i.he brain, iiiskad of t,he frequency-coding 
which set.s up tlic usual model for art,ificial ncural 
nct,worlts. This issiic was raiscd in a special iicws rc- 
port. in scicnce [3], where ongoing cxpcrinicrit,al work 
of B.N.Farlia1, [4] with Ihe aim of buildirig ncar to  
biology neural networks was discussed. 

In t,hc prescnt art,icle, UT report, on t,hc results 
wc have achieved into a closely related direct,ion. In 
our approach, as a startiug point instead of artificial 
nciiroiis we iisc experimentally mcasured rcsponsa of 
rat cortical neiirons in a slice prcparation. Using a 
nonlincar dynaniics approach, on tlic hasis  i ~ f  t,his 
cxperirncntal data, i t  is possiblc to dernon.stralc that 

single cortical cells inay ruspoiid with chaotic firiiig 
pattcrns to pcriodic inliibilory .st,imulation [ 5 ] .  In 
order t,c derive from the expcrinicnt,al f a d s  tlic hc- 
bavior of a network, we iisc a couplcd map latticc 
approach [6-8]. WI: arc able t,o dcinoiistratc tliat in 
a network our inhibitoiy conncclioris and lint tlic 
exdl;ntory conncctioiis lead to ii, col~crciit p i i l s i~~g of 
tl1e pl1ascs. 

Wlicn a ncuron gcts a largc cnougli number of 
temporally iincorrclatcil, sinall-sizc stimuli, it sud- 
denly starts t,o spiki in a periodic way. Froin the 
point, o l  view of n o d  w a r  clyiismir:s, 1.11~ ncurori has 
uiidcrgono a IIopf, or, as in our casc, a lioinociinic 
saddlc-node biriircat,iori [1.0] and is now on a h i t ,  
cycle solutioii [9][L1]. l3y incans of a l'oincard sec- 
t.ion, wtiicli by now has Iiecomc 
Iiroccdiirc, t,lio associai,i:d iliihrcnt, 
t,cni can bc convertcd iiit,o a discret,c map. This 
leatis to  a corisidcrablc simplification of t,lic proli- 
kin.  In thc casc of U regularly spiking nciito~i, the 
niap displays a fixcd- point bcliavior. Iiiforinatioii 
arrivcs a t  the nixiron i n  t,lic form of sulmi.antial pack- 
ages of stimuli; this amounts in t.hc niatlicmatical 
pict,urc to  B pcrturba,t,inn of ihc limit, cyclc. In a 
similar context, (I.hat of i.hc cnil,ryonic cliickcn heati. 
i:cll bcat,ing) t,liis point, o l  view liiis been adoptcd 
wi1.h cousiderablc su sonic t,imc ago by Glass 
and Mackcy [ll]. In our experinicnt descrihi:d in 
(51, slices of rat, lirain arc invest,igntcd in a r i  in vitro 
preparation. Tlie limit i:gclc bcliavior is 1,riggcrcd 
by t,iic a,pplication of a const,ant 1)C c11rrc111, t,o the 
cell. Tlic pcrtnrliat,ion is achicveil by incans of st,ini- 
ulatirig cxcit,ing iierve iibcrs leading t,o t,lic ni?uron 
(1,liis produces a sy~iapi~ic inpiil,). Tlic synalilic inpiit 
leads to an addition (cxcit,at.ory stiniiilation) 01' i~ 

subl,raction (inhibitory st,imulation) of a short-tirnc 
ciirrent, pulse of !.lie iiiiratioii of about, 5rns l,o tlie 
DC currcnt. Tho resi'onsc of t,hc neuron iipon an 
iiicoinirig pert,iirbni.ioii rcsults in a modified phasc 
at wliicli tlic ncat spike y~pcars .  hi the iixpcrirneiit; 
t,his ptiasc rlcpciidencc can lie ilctcrniincd by using 
tlic relaiion tlie equation 11.11 [5] T + t a  = t ,  + T,, 
where T, is t,hc Lime between suc.ccssivc pcrl.iirba- 
t,ious, T is thc pert,urbeil cycle length, t ,  is tlic t ime 
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after spiking at which the pcrt,iirhat,ion was applicd, 
and tz  is the t,irnc after the spike a t  which tlic next 
pertnrbal.ion will appear ( t 2  can be viewed as en- 
coding the longth of tlic perturbed cyclc). Exprcss- 
ing l.liis relat,im in terms of phases is acliicvcd by 
dividing t,he cqnation by TO, tlic cycle i.irnc of tha 
Ilnpcrtnrhed limit cycle. This iinrnediatcly leads tu 
tlic cqnation 

P : 4 2  = $ 1  + - T/To (mod l), (I) 

whcro 12 = T9/To is ttic frcqnency rat,io hctwccri 
1.hc pcriodic perturbation and ttic pcriodic limit c y  
d e .  This cquat,ioll has ttic forln of a circlc map [ I 4  
and should lie intcrpret,ed as a l’oincnr6 roluru map 
[Ill. The reac(.ion of t,lx cell upon t,ho sl,iniulat,ion 
is cssent,ially contaiiied in l.lic last, right-hanil-side 
contribution in this cqnation, i.lini, can 1x cnllctl tile 
p l i a s c - ~ ~ p o ~ i ~ e  funi:l.ion [11] 

,q : 4 = t i  1% i TJTo. ( 2 )  

Map g is typical for tlic considered ccll t,ypc, the 
pcrt,urbation strengt,l~ or tlic cell excitability and t,lic 
stininlation type. In onr work, il. will erncrgc t,tiat 
(.lie forms l.hese phase return maps can assmiie arc 
sufficient to  do1;crminc the behavior of t,lic nct,work. 

2 POINCARE MAPS 
For the stirniibted neuron, typically phase responsc 
fimct,ions as sliowri in Figs. 1 a), b), cnicrgc, for 
!;he cascs of inhibitory st,imiila,tion and for cxcit,at,ory 
stimulat,ion, rcspoctively (we show only i.hc intcrpo- 
tating fnnctiiins of tlic expcrimcntal data points, for 
more det,ails see Ref. [12]). 

Figure 1: Phase response Cunctions 9 : d, --t 2’ for. 
a) iiiliiliit,ory aiid h) for excitatory stirinilat,ion. c),  
d): Corresponding bifurcation diagrams, st,imula- 
tion st,rmgth: k = 0.2,0.4, respcclivcly. 

111 thi: expcrirnenl., t;hc effects of isolated pcrtnr- 
hal.ions are measured in order to derive the phase- 
response function. By il.cration of tlic associal.cd 

I’oincari. maps P ,  prcdicf.ions of t,ho phases can Iic 
madc which should be obscrved upon periodic per- 
t,urliation of the syst,cm. For t.hc pert,rrrhcd system, 
pcriodic hchavior, for example, is idcnl.ifietl hy a 
sct of observed pliascs of finite cardinality. It, is 
wor1.h emphasizing that  tlia phases [,hat are obf.aincd 
from tlic applicat,ioii of tlic return map are not, de- 
tcrmincil by the phase rcsponsc map 9 alone, hilt 
also ilepcnd in an vsscntial way oii t,hc valnc of [.he 
phase shift Cl, This additive constant of Eq. (I), 
wliicli expresses t,hc rclat,ion between self-oscillation 
frcqnoncy of t,lia ncnror~ and the frerpmtcy of i . 1 ~  
pert,rirbation, liits a st,rong infliicncc on the g r m -  
matical sl.ructuro of t,lic syst,i!rn A n  invc!stiga,ttiori 
of the generated phases in ilepcndcim of Cl rcsult,s 
in a bifnrcation diagram. The 1:ypical hiCmxal.ioii 
diagrams for our experiment for both cases of st,im- 
nlatiori are displayed in Figs. 1 c), d ) .  St,a,rting wit,li 
pcriodic hctiavior at small phasc sliift,~, sooii haiids 
iir pliascs x iso  which indicate irregiila,r response 11C 

I.hc ncnron upon the perturbation. Calculat,ion of 
1 . l ~  Lyapnnov cxponents [l5] i:orrespo~~iling t h  (.he 
Lifnrcat,ion diagram shows that inhibition can lcad 
to  cliaotic spiking behavior. R.ccciitly, first numcri- 
cal evidence [5] has bean corroborated by analytical 
irivcst,igatioris [13]. For excitation we found 110 cx- 
perimcnt,;al evidencc of chaotic hchavior, since! under 
biological conditions the phase rct,urn map has A- 
ways found to  he always invertible (t,hcsc st,at,emciits 
aIe consistent, with the phase response m;qx ol Figs. 

The hiiurcation diagram also depcnds on 1.he pcr- 
turlial.ion strcngt,li. Our cxpcrirncntM cvidoncc indi- 
cates that, within a broad range of biologically mean- 
iiigfnl pcrt,urbiition st,rcugttis k:, this tlepcndcnce can 
bc modcled as 

1 a), t l ) ) ,  

9 ( k ,  4) = (sno(4) - Ilk: + 1 ,  (3) 

wlicrc g ( k ,  4) is t,he phase response fnnct,ioii at, per- 
tnrhatioli streng1.h k:, and ,qho clanotas t,ho pliasc re- 
sponse fnnction otit,a,inctl for a cl~osoii iiioilcl per- 
turbat,iiin strcrigt,li ko. It lias crncrged l.liat for onr 
purposc it is not, nseful to separate pcrturbat,im 
st,rerigtli frorn t,lie excitability of the t,arget,ed ncu- 
ron. We tlicreforc chose for ko tho pcrt,urbat,ion 
strength which leads to a maxirnal Icngtliening of 
the int,er-spike interval by a. numerical factor of 1.8. 

3 UNIVERSAL RESPONSE 
For tlic iicpcndcuce of tlic bifurcation diagram on 
the perturbation strength k wc stress t,hc following 
fact,s (c.f. [13]): Within a hroad parameter range of 
the stirmilation strength, t,lie qnalit,a,tivc fcat,rires of 
t,lic hifircation diagram (k, its t,opology) remains 
Inicllanged. This is a conscqllcncc of univf!rsality 
properties of the circlc map class [D]. As a general 
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tendency, valid for both types of stimulation, we ob- 
serve that, with increasing perturbat,ioii strcngth tlic 
bands observed in Fig. 1 get narrower. Morcovcr, as 
a further consequencc of circlc map universality, t,he 
exact, interpolation function is irrelcvant for topolog- 
ical properties of t,hc bifurcat,ion diagrams. Scvcnth- 
order polynomials and linearized versions of thc in- 
hibitory phasc response map shown in Fig. 1 a) yicld 
qualitativcly identical results. It is this universal- 
ity principle which m a l m  indicates that, our results 
can bc of a far-reaching significance. This interprc- 
lation is corroborated by the ohscrvatiori that  at 
thosc t,lircsliolds abovc which onr biological experi- 
mcnt,s cannot be continlied (bccause the cells would 
be dcstroyed), also in our mathemat,ical description 
abrupt changes set in: inhihit,ory stirnulation ceases 
t.o be ablc to  gencrate chaos. At the same t h e ,  ex- 
citat,ory stimulation acquircs this ability. 
It is furtherinorc of importance to compare the pre- 
dictions niadc by t,he bifurcat,ion diagram wit,h thc 
results obtained from experiments of contiiiucd per- 
turbat,ions, to  prove that iuidcr the givcii conditions 
t,he assumption of a stablc enough limit cycle st,ill is 
valid. To t,his cnd, we stiunilated thc neuron period- 
ically wit,li inhibit,iori at fixed values of R ,  classified 
t,he obtained set of phases as periodic or as chaotic 
and thcn comparcd thesc findings with the prcdic- 
tions madc by thc bifurcation diagram. The agree- 
ment bctweeri prediction and expcriment was good; 
it even irnprovcd when wc includcd into our iterative 
approa,ch additive Gaussian distributed whitc noise 
of the size obscrved in our expcriment. 

4 NEURON CONTROL 
For phase-coded information, the question ariscs 
whetlicr t,he computational unit has the ability to 
adjusl, the firing behavior to a given required peri- 
odicity. On first sight, thc usual controlling chaos 
techniques which start  off from a chaotic "ground" 
stat,e and thcn apply control to obtain t,hc desired 
pcriodicity [17], look very att,ractive, bccause, in this 
way t,he pliasc return map could cssentially be pre- 
served. Biologically, such a fact implics that, the 
biophysical proccsses remain unchanged, with pos- 
sible exception of thc localizcd part wherc the con- 
trol is applied. Howcvcr, wc found no evidence for 
t,he occurrence of this mcchanisrn. Instead, the ad- 
justment is est,ablished in the following way. It is 
possible to show tliat all pcriods cxist if the value 
of the phase-shift R is appropriately chosen. This 
is a conscquence of the fact that  bot,h phase return 
funct,ions are of circle map type (to oar surprise, this 
universality class is sufficiently large to  include both 
types of stirnulation [13]), The required periodicity 
then can bc selectcd by switching to thc appropri- 
ate n, In practice, t,liis is donc via a change of the 

ficqucncy of tlic porturbing neuron 

5 NETWORK PROPERTIES 

In ordcr to invcstigat,e possible effccts arising from 
local chaos gencratcd by inhibitory connections, we 
investigatcd networks bnilt UJ) from our experimen- 
tally measured PoincarQ rcturn maps. In 'purely' bi- 
ological nctworks of ncocort,ical neurons, Iargc-scalc 
ordcring and coherencc in firing over large distanccs 
arc observcd abundantly. So far, this cffcct has 
not bcen explained microscopically in a satisfact,ory 
manncr, when starting from sit,e maps. For some 
tirric it was widely bclicved t,list cxcitat,ory stim- 
ulation is responsible for thc observcd synchroniza- 
tion effects [MI. Howcvcr, evidencc originating from 
purcly inhibitorically connectcd, but st,rongly cohcr- 
ently periodically spiking cclls in thc thalamus, later 
questioned t,liis point of vicw [19]. In the light, of ilic 
former belicf, chaot,ically spiking ricuions could he 
speculatcd to bc needcd to brcak global synchro- 
nization obt,aincd in this way. 

Wc focused on small-scale iictworks with our cx- 
pcrimental Poincari: return maps as sitc maps (net- 
work size varying betwcen 150-700 sites on a rectan- 
gnlar MI x Mz-grid) on which we put diffiisivc next- 
neighboring coupling. In simplc words, this rnodcl 
describes a situation where (not ncccssarily spatially 
locdkcd) pair-stimulations dorriinak the nctwork 
activity and can bc separated from t,he highcr-order 
background act,ivit,y. From a matlienistical point of 
vicw, due to the fact tliat gencrally circlc-type maps 
lack the propcrty of ahsolutcly continuous invariant 
uicasure, very fcw analyt,ical statements can lie cx- 
pccted. This is in contrast t,o rictworks of, e.g., fully 
chaotic tent maps [8], or ideiit,ically distributed en- 
sembles of sigmoid neurons 1161. We therefore rc- 
sorted t,o performing numerical simulations. Our 
iictworlts wcrc of; fully excitatory, fully inhibitory, 
and mixed type. In t,lic last casc, we chosc 0.8 exci- 
tatory and 0.2 inhibitory connections. Tlic coupling 
was characterizcd by an  over-all cqupling strength 
k ~ ,  and random coupling st,rcngths ki, j  bet,wecn sitc 
maps and ncxt ncighhors, taken from a uniform 
dist,ributiori ovcr [0.5,1.5]. For the site maps, wc 
similarly chose 12 E [ O ,  11. Tlic corresponding cx- 
citabilitics k (c.f. Eq, 3) were taken from thc inter- 
val [0.4,0.8], monitoring in t,liis way rather strong 
synaptic connections. As a consequencc, for the 
phascs the updat,e-rule 

cmcrges, where NZ,? denotes thc phasc at sitc { i , j } ,  
P is thc phasc return map a t  the indrxed sitc and 
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1 rim 1 ilenot,cs the cardindit,y of the set of all ricxt- 
neighbors of l,hc site { i , j } .  The  cohcrencc of the 
overall nctwork pcrformancc was nieasurcd by cal- 
i:nla,tion of the mcl.ric 

:j ;. ................. ., .................... .............. :. ............... , ............... ~r: 

[' '2;: t 80 200 

This cohcrciicy incasure was irsiially applicd after 
to = 5500 discardad initial itcrations for t = 100 

ps. 6 ( t )  = 0 indical.cs a retnrri- 
ing pattern; periodic structures in a(!,) arc indica- 
tors of periodicity on a larger i.irne scale (possibly 
connectcd with a sinall st,ochastic or chaotic compo- 
nent, if mro is not, r c d l c d ) .  A colnparisoii of the 
rcsnlts obthirred for (.lie thrcc t,ypes of nct,works (see 
Figs. 2) sliows cicariy t,hat the cohcren?nl j~l1lsirig of 
the iictivork is dire t~ thc inf l~~cncc of inhibitory and 
not of excitato1:y connections. 

~~ ........................ .. ........................... j~ 
0.2 I 

.... '................. ................. , ................. L~ .. ~ -.. i 

...I ....... ..... / .............. ( . j  . .  

0 30 I 80 i i ;o 
_1 ............. " ............... ., .............. .r .............. ........ ...~. 

c >  
i l  I.,.! .... 1 ................ ..........,...... : ........... : ................ > .................. 1 

0 20 e U0 zoo 

Figure 2: Net,work cohcrcncy mcasiircd in terms of 
d(t) for 100 l.ime steps, for nctwnrks of a) full ex- 
citatory, b) full inhibitory and c) niixcd excitatory- 
inhibitory type (see t,ext,). Conpling strength k:, = 
0.8. Identical initial conditions. 

6 CODING SITES 
A t  this point, only the properties i)EscIf-organiz~t,ion 
of t,lie nct,work have 1 m n  act,ivc (no information ar- 
riving from ontsidc of the nctwork, no learning rulcs 
has been considcrcd). According to  our findings 
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Figure 3: Net,work col~ercncy 6 ( i )  for input pat,tcrns 
cousisting a) of a fixed pha,sc, 11) uT random phascs, 

Nearly periodic behavior eincrgcs 
in h) on much lougcr t,iinc scalcs. Coupling const,anl; 
ka  = 0.8. c) The time-weraged cliiYeroncc bctwcon 
tlic cohercncy rncasnres goneriitcd 11y diflcrcnt pal.. 
terns 6. I shows a clear miniinurn as a fimct,ion of 
t,he i:ot$fng sl.rcugth /ca. 1denl;ical initial conditions 
for all mcasurcmcnt,s. 

above, we cxpi:cl, that  t,hc inliihil,ory i:onricct,ions arc 
iiccded for (.lie cmcrgeucc of a coherent reaction of 
bhc nliole nctwurk onto arriving input.  In ordcr t,o 
inr7estigal.e this ns~iecl,  WO cnnn 
t,o dif~crcnt onc-dimensional arrays of fixed phases, 
chosen cither idcnt,ically or nniformly dist,ribntcd a t  
random As shown in Figs. 3 a), b), t,he input, pat,- 
t,erns generatr a,dditiorial finc-st,ructnrcs in l.he net- 
work oirbput. In ordcr to numerically compare dif- 
ferent net,work ontputs, t,hc differencc botwccn t,wo 

networks fi, fi can bc rneasurcd by nsing the met,ric 

6"(t) = ( A f l M : , ) [ - l )  1 (&(t)  - ki&)) 1 
1,i 

In onr  case, wc nse this quant,it,y to (:alculatc t,lic 
deviations gencrat,cd in a given nct,work by d i h c n t ,  
input, patterns. A t,irnc average of this quant,ity can 
bc uscd as an indicat,or of t,ha ability of the nctwork 
to rcspond i ~ i  a, fiiiii-tuircd way to different input 
pattcriis. Lt is nai.ura1 to define the optimal pcr- 
forrnance working condition o i  thc network at tlic 
nonzcro niinimirrn of b(kn),  if it, exists. 

As is shown i n  Fig. 3 c),  i i  clear miiiiniiini cnicrges 
jnst, below a critical valuc k z c  - 0.83. The lat,t,cr 
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value coincides with the value at which t,he notworks 
make a transition from globally periodic behavior 
with dominating importance of local chms (LC), t,o 
global cliaos (GC). 

If tlic phase is the import,ant, thing in t,hc rcact,ion 
of t,lic uouron, how is iiiforniation conl,aincd in t.hc 
phase proceeded'? The simplest way to  t,hinB of this 
process consist,s in a lea,rning a,lgorit,lim desigricd for 
t,he dct,cct,ion of pliase-coiricidonce emcrged. That, 
is, neighboring sites which fire in-phase enhance 
tlicir coniiect,ion strengths, among of€-phase sites 
the comicclion st,rerigt,h is rcduceil. Uiider t,his 
phase-coincidence dct,ection, formerly cliaot,ic pat.. 
t,crns converge, for all appliod inpiit, pat,t.ems, t,o pat,. 
t,crus whose highly riontrivial structures that, arc also 
I.inie-dcperiilcrit. Dy cdcirlation of the locd mci.ric 
dist,ance between the converged patterns, it cincrges 
t,liat, t,lic iiefwork cliaiigcs arc always contined to a 
sinall nulaber of rictwork sites. The locat,ion of thesc 
sites is higlily input specific and robust, in time. 

7 CONCLUSIONS 
We st,artcd our st,udy by measuring tlic reaction of 
regularly spiking rat cortical iiciiroris t,o periodic 
perturbations. For excitatory ar id  for inhibit,ory 
stimulations, as a function of t,hc paramet,er R cx- 
pressing t,hc relation bctwecri self-spiking and pcr- 
t,urbat,ion frequency, we found nontrivial bifurcation 
diagrams. For inhibitory st,imulatiori, local chaos is 
possible at high cxcitabilit,ics. As tlie ncxl, finding, 
using network sim~rlations based on our expcrirncn- 
t d l y  moasurcd phase response functions, we sliowcd 
that it, is the inhibitory connections w1iir:J~ makc a 
cohercut miction of Ilia considcrcd iic1;wolk possi- 
blc. Possible chaotic behavior of these conncct,ious 
do not desgrichronim, but rattier help tu syncliro- 
riizc the network. 'we t,licri consitlcred t.he ability 
of tlic iietwork l o  store input patterns. Our find- 
ings a,re that, diffcrerit input, pat,tcrns intliiencc the 
over-all iietwork behavior in a non-trivial way. At 
threshold k Z c  tlic nctwork makes a transition from 
local chaos to global cliaos dominance. Just be- 
low this vduc,  the uetwork is able to rcspond in 
the most fine-t,uncd way t,o dist,inct input patterns. 
This specific behavior points out t,lic irriport,ancc 
of higher-order nonlinear effects for the explana- 
tion how the brain works. We thon implcmeritcd 
a learning-like algorithm specified for tlic detcctiori 
of phase-coincidencc. As soon as this algorithm is 
applied, the neural network behavior convcrges to a 
stable, coiuplcx pattern development: We observed 
that, when dist,inct input patterns are fcd into tlie 
network a t  identical initial conditions, 1;he iiiduced 
phasc changes arc confined to  a sparse set ofsites in 
t,he network. This meails that, our nctwork is able 
t,o react in vcry inpnb-sc~isitive way. 

Let us finally assume t,hat mnncclions exist which 
lead from tlic sites at, which these phases changes 
occur, t,o other areas of t,hc lirairi where rcsnlt,s c a n  
he stored or used t,o trigger Curtlicr actions. Let us 
further assume that a meclinnism cxish, by which 
the coiivcrg~d connectiou sl.rsng(,hs are rcsct,. WI! 
t,licii have arrivod a t  a I.lieorctica1 picture of how the 
brain could work on thi~! basis of phase propert,ics. 
In our view, it, will ba a. wor1,hwliilc challcnge t,o 
investigate whether this point of vicw can bo furt,lier 
substantia,t,ed in expcrimcnt,s on rict,works of na,tural 
neurons. 
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