Reliability Analysis of Memristor Crossbar Routers: Collisions and On/off Ratio Requirement
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Abstract—Memristors are commonly used in crossbar arrays as “in-memory computing” elements to solve the von-Neumann bottleneck problem. However, they can also be used as “in-memory routing” elements to configure on-chip interconnection schemes and route signals among computing elements in configurable multi-core neuromorphic processors. While there has been a significant focus on the use of memristive devices as in-memory computing elements, to date, studies on the fundamental reliability properties of memristors as routing elements are still missing. In this paper, we analyze the reliability issues of using these devices in routing crossbar arrays, caused by sharing routing resources (collisions), and undesired pulses due to the leakage paths (on/off ratio requirement). We show that there is a trade-off between routing collision probability and the degree of connectivity (i.e., fan-in) of the receivers sharing routing channels. We provide specifications and guidelines based on a theoretical analysis for engineering the properties of memristive devices, and for designing routing systems based on memristor crossbars.
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I. INTRODUCTION

Unlike static random-access memory (SRAM) and dynamic random access memory (DRAM), memristors can operate in a non-volatile fashion, keeping their stored values for several years, without burning static power. They are reported to have low energy consumption, low switching latency, and small area [1], which make them a promising candidate for the next generation of memory devices. Furthermore, thanks to their non-volatile, nano-scale and multi-bit properties, memristors have been extensively used to model synaptic properties in hardware architectures for spiking neural networks (SNN) [2] and artificial neural networks (ANN) [3]. In addition to emulating synaptic functions, their property as memory devices can also be used to configure and re-program the connectivity between digital logic elements [4]. In digital re-configurable hardware, e.g., field programmable gate arrays (FPGA), where programmable interconnections are crucial for chip area and power consumption, several studies have demonstrated the advantage of memristor-based architectures. These memristor-based FPGAs show significant gain in routing resources and configuration storage improvements in system performance, area and power consumption [5]–[8]. Recently, we have proposed to use this memristor-based routing approach also in multi-core SNN neuromorphic processors, in which neurons communicate with each other via spike events [9].

Currently, neuromorphic systems use the Address-Event Representation (AER) protocol to transmit spike events among neurons, by using the source address, destination address, or a combination of source-destination address encoding in digital data packets [10], [11]. These addresses are typically stored in on-chip SRAM or/and Content Addressable Memory (CAM) cells. These digital memory and routing logic circuits use a significant area overhead, and can take up to more than half of the chip area in mixed-signal neuromorphic processors [11].

Motivated by the enhancement of memristor-based routing schemes, we propose to replace the CMOS-based digital routing logic and memory cells of mixed-signal neuromorphic chips, used for neuron connectivity configurations, with memristor crossbars. Fig. 1 illustrates this approach. A 1T1R (1-transistor-1-memristor) crossbar array is used as a crossbar router. Input signals are applied as voltage pulses on the Word Lines (WLs), connected to the gate terminal of transistors. In the routing mode, the read voltages ($V_{\text{read}}$, e.g., 0.2 V) are constantly applied onto the top electrode of memristors. On its arrival, the spike-event pulse, enables the N-type transistors, resulting in a current flow through memristors. All these currents are summed on the Source Lines (SLs), and the result is sensed by current comparators (“c.p.”). These elements compare the total current on each SL to a reference current. If the current on one SL is greater than the reference, then...
the comparator generates an output voltage pulse. Otherwise, the output remains at zero voltage. Therefore, by configuring the state of the memristors, the inputs are transmitted to the desired destinations or are blocked: “On” state, i.e., Low Resistance State (LRS) propagates the inputs, while “Off” state, i.e., High Resistance State (HRS), blocks the inputs.

While this scheme has many potential advantages over the pure CMOS AER scheme, it has some reliability issues.

1) Since this routing scheme does not include arbiters, spike-events being routed might collide through shared paths. We call this the “collision” problem, shown in red in Fig. 2.

2) Since “Off” cells can leak currents, there could be undesired output signals generated by the comparators. We call this the “undesired pulse” issue, shown in blue in Fig. 2.

To the best of our knowledge, these reliability issues have not been analyzed and characterized quantitatively so far. Here, we perform a theoretical study on the trade-off between the degree of network connectivity (fan-in of receivers) and routing collision probability, along with the required memristor’s on/off ratio for the application of routing information.

In the next section, we describe these reliability issues in detail; in Section III we present our methodology, and in Section IV we report the results of our analysis.

II. RELIABILITY ISSUES

A. Collisions: derived from “On” Cells

The “collision” problem happens when multiple senders try to use the same routing channel at the same time to send information to a receiver. Each column in the crossbar array is an individual routing channel. The fan-in of the receiver can be increased by programming multiple cells in one column to “On” state to share the channel. This strategy increases the utilization ratio of the hardware resources, but input events may collide. As shown in Fig. 2, in the left column, when the input pulses of the two “On” cells (marked with red boxes) overlap during the pulse width \( T_{pw} \), the two inputs merge together into one pulse on the same output wire. Thus, the receiver misses some information from the senders when collision happens in the signal transmission process. This collision issue leads to the study of collision probability in Section IV-A.

B. Undesired Output Pulse: derived from “Off” Cells

The other reliability issue originates from the physical characteristics of the memristor crossbar. The high resistive “Off” cells produce leakage currents to the output wire at the arrival of the input pulses, which enable the select transistors (shown in blue arrows in Fig. 2). When multiple inputs arrive at the same time, the leakage currents can accumulate. If the net accumulated leakage current from the “Off” cells is equal to or greater than the current of an “On” cell \((I_{\text{leak}} \geq I_{\text{on}})\) in one column, then an undesired output voltage pulse is generated without any input pulse applied to the “On” cell, or without any “On” cells present in the column.

This “undesired pulse” issue indicates that there is a lower bound on the conductance on/off ratio of memristors for the receivers to avoid receiving extra “error” information without any valid inputs, which leads to the study of on/off ratio requirement of memristors in Section IV-B.

III. METHODS

Reliability issues appear when multiple input pulses arrive at the same time, i.e., when they overlap. It is important therefore to study the number of incoming overlapping pulses.

We perform our analysis under the assumption that the inputs to the crossbar router are independent identically distributed (iid) Poisson processes. This assumption is made due to the fact that both the spike trains of spiking neurons in neuromorphic systems [10], and data frames in computer networks [12] are typically modeled as Poisson processes. As visualized in Fig. 3, the probability of \( k \) pulses occurring in one column (routing channel) during \( T_{pw} \) is given by

\[
Pr \{X = k\} = \frac{(\lambda T_{pw})^{k}}{k!} e^{-\lambda T_{pw}} \tag{1}
\]

where \( X \) is a random variable that depicts the number of incoming input pulses, \( f \) is the mean rate of each input pulse train, \( T_{pw} \) is the routing pulse width, \( \lambda \) is the mean rate of summed \( N \) inputs, \( \lambda T_{pw} \) is the expected number of input pulses in \( T_{pw} \).

IV. RESULTS

A. Collision Probability

To transmit a pulse without collisions, the previous pulse must occur at least \( T_{pw} \) seconds earlier, and the next pulse must occur at least \( 2T_{pw} \) seconds later. Pulses are forbidden in \( 2T_{pw} \), centered around the time that the transmission starts [10]. Thus, the probability of a pulse without collision...
is proportional to the fan-in \((N_f)\) of the receiver, and mapping interconnections between computing elements. And collision probability should be taken into account when resources of dense crossbars, this trade-off between the fan-in in collision probability as well. To make the best of the resources of dense crossbars, this trade-off between the fan-in and collision probability should be taken into account when mapping interconnections between computing elements.

\[
Pr\{X = k\} = \frac{(\lambda T_{pw})^k}{k!} e^{-\lambda T_{pw}} \quad \lambda = \sum_{i=1}^{N} \lambda_i = N_f
\]

Fig. 3. Method for analyzing the two reliability issues. Modeling the inputs as independent Poisson pulse trains. \(Pr\{X = k\}\) is the probability of \(k\) input pulses occurring in \(T_{pw}\), which is the key to study the reliability of the router.

Fig. 4. The collision probability per pulse is the cumulative probability \(P(X \geq 1)\) in \(2T_{pw}\) (equation 3). Lower rate of inputs \((N_f)\) and pulse width \((T_{pw})\) reduces signal transmission collision probability. There is a trade-off between the increase of fan-in \((N)\) of receivers and the collision probability.

\[
P_{\text{col}} = 1 - e^{-2\lambda T_{pw}} \quad (3)
\]

If \(2\lambda T_{pw}\) is small (e.g. \(2\lambda T_{pw} < 0.1\)), we can approximate \(P_{\text{col}}\) as:

\[
P_{\text{col}} = 1 - e^{-2\lambda T_{pw}}
\]

\[
= 1 - \left[ 1 - 2\lambda T_{pw} + \frac{(-2\lambda T_{pw})^2}{2!} + \cdots + \frac{(-2\lambda T_{pw})^n}{n!} \right]
\]

\[
\approx 2\lambda T_{pw} = 2N f T_{pw} \quad (4)
\]

Therefore, when \(\lambda T_{pw}\) is small, the collision probability is proportional to the fan-in \((N)\) of the receiver, and \(T_{pw}\). Lower rate of inputs \((\lambda)\) and pulse width values \((T_{pw})\) reduce the signal transmission collision probability. As it is shown in Fig. 4, when \(2\lambda T_{pw} < 0.1\), one order of magnitude increase in \(\lambda T_{pw}\) results in one order of magnitude increase in collision probability as well. To make the best of the resources of dense crossbars, this trade-off between the fan-in and collision probability should be taken into account when mapping interconnections between computing elements.

Fig. 5. Probability of an undesired output pulse from the crossbar router with independent Poisson input pulse trains. \(N_r\) is the size of the crossbar.

B. On/off Ratio Requirement of Memristors

As is discussed in Section II-B, the on/off ratio of memristors should be high enough to ensure that the accumulated leakage current in one column is lower than the current of one “On” cell. Otherwise, the receiver would receive an undesired signal, without the senders having sent any signals. Therefore, the number of incoming inputs occurring in \(T_{pw}\), i.e., \(k\), is the required minimum on/off ratio of memristors. We study and find the bounds on \(k\) for four cases with different correlations within the input.

1) Average case: All inputs are independent Poisson processes. Based on equation 1, we have calculated the cumulative probability \(P(X \geq k)\) in \(T_{pw}\). This is shown in Fig. 5 plotting the probability of an undesired output pulse from the router with respect to the memristive on/off ratio, \(k\). We assume the size of the crossbar router \(N_r = 256\), and the mean rate of each input \(f = 100Hz\) (e.g. the firing rate of spiking neurons in neuromorphic systems usually is lower than hundreds of Hertz). If we route signals with \(T_{pw} = 10\mu s\), the on/off ratio, \(k\), of 10 can reduce the probability of an undesired output to \(10^{-10}\). If \(T_{pw} = 1\ms\), the required on/off ratio for this amount of probability is 65.

2) \(\alpha\) fraction of synchrony in inputs: \(\alpha\) fraction of the inputs are synchronized, where \(0 < \alpha < 1\), and the remaining \(1-\alpha\) fraction of the inputs are independent Poisson processes. The illustration is shown in Fig. 6. \(\hat{k}\) is the number of inputs during \(T_{pw}\) with Poisson distribution. Considering the worst condition that the synchronized \(\alpha N_r\) inputs and the \(\hat{k}\) inputs overlap, the total number of inputs that could arrive in \(T_{pw}\) is given by:

\[
k = \hat{k} + \alpha N_r \quad (5)
\]

with \(\hat{k}\) inputs following the distribution:

\[
Pr\{X = \hat{k}\} = \frac{(\hat{\lambda} T_{pw})^{\hat{k}}}{\hat{k}!} e^{-\hat{\lambda} T_{pw}} \quad (6)
\]

where \(\hat{\lambda}\) is:

\[
\hat{\lambda} = (1 - \alpha) N_r f \quad (7)
\]

According to the equations 5, 6, 7, the probability of an undesired output pulse generated by the router is shown in Fig. 7. It plots cumulative probability of equation 6 and the curves are shifted to the right by \(\alpha N_r\). In other words, the
The requirement is on/off ratio, the higher efficiency of reducing the probability of undesired, which we already calculated. It will be a case between the synchrony and the extreme cases, in practice, this rarely happens in a system. Part of it, after a certain time duration. In terms of on/off ratio, correlated, i.e., part of the input space always follows another input. In inputs leads to higher on/off ratio requirements. The variables, \( f \), \( N_r \), and \( \alpha \) all influence \( \lambda \), which in turn affects the slope of the curves \( P(X \geq k) \) vs. \( k \). Smaller \( \lambda \) and \( T_{pu} \) has steeper slope, which implies the higher efficiency of reducing the probability of undesired output pulses by increasing the on/off ratio of memristors.

3) Extreme case: \( \alpha = 1 \), all inputs are exactly synchronized. The requirement is on/off ratio \( > N_r \) (size of the router). But in practice, this rarely happens in a system.

4) Correlations in inputs: Some inputs of the router are correlated, i.e., part of the input space always follow another part of it, after a certain time duration. In terms of on/off ratio requirement, it is similar to \( \alpha \) fraction of synchrony. This case will be a case between the synchrony and the extreme cases, which we already calculated.

According to the literature, values of on/off ratio \( > 10^3 \) are reachable [13], [14]. Hence, building a memristor crossbar router that can support \( > 10^3 \) inputs is desirable.

**Conclusion**

We analyzed both system and device requirements for using memristive devices in crossbar arrays as routing elements. Based on this analysis, we can conclude that:

(i) From a circuits and system perspective, the fan-in of the receiving nodes can be increased by sharing routing channels in the memristor crossbar routers with low collision probability (e.g., \( < 1\% \)) depending on the routing pulse width and frequency of inputs, and by using circuit design techniques for reliably transmitting and receiving short pulses. (ii) From a device perspective, using devices with an on/off ratio \( > 10 \) helps in reducing the probability of possible undesired “error” output signals to very low probability (e.g., \( 10^{-10} \) under reasonable use case assumptions). Synchrony and correlations in inputs however lead to a higher on/off ratio requirements.

Although we carried out our analysis for event-based neuromorphic systems, our results are in principle applicable to any electronic systems which routes signals using voltage pulses through crossbar routers.
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